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Two-Dimensional Spectroscopy

• multi-wave mixing 

‣ probes of coherent evolution of quantum system

(a) (b)
-k1+k2+k3

k1

k3

k2 y
x

3
2

1

Time

t T τ

-k1

-k1k2

k2

k3 k3

R1 R2

S
ou

rc
e:

 P
an

itc
ha

ya
ng

ko
on

 e
t 

al
.

6
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3. INFRARED SPECTROSCOPY

Topics

! vibrational motion within the Born-Oppenheimer approximation
! normal modes and anharmonic couplings
! linear absorption line shapes
! IR pump-probe spectroscopy
! 2D IR spectroscopy

3.1. Fundamentals.

• IR spectroscopy of molecular system investigates molecular vibrations, internal rota-
tions, librations, bond breaking and making (see Figs. 10,11,12)

FIGURE 10. Electromagnetic spectrum (Source: Wikipedia)

FIGURE 11. Infrared spectrum (Source; http://www.benjamin-
mills.com/chemistry/A-level/IR/)



Overview

• electrodynamics of dielectric media 

• response function formalism 

• example: two-level system 

• pump-probe spectroscopy 

• two-dimensional spectroscopy
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Electrodynamics of Media
• wave equation for dielectric medium 

‣ incoming fields 

‣ signal field Es is generated (n+1 wave mixing) 

‣ polarization field 

‣ optically thin medium  

‣ equations for fields coupled since 

‣ linearization possible since 
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• macroscopic to Maxwell equations, specified for the considered isotropic dielectric
medium

r ⇥ E = �@B

@t

r ⇥ H =

@D

@t

r · D = 0

r · B = 0 ,

• wave equation in dielectric medium
✓
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• determination of P requires the solution of the dynamical equations for the molecule
under the action of the field, gives P[E]

• in turn polarization acts as source for electric field and changes it
• self–consistent solution dynamical and field is required.
• polarization P is a nonlinear functional of the electric field E

P(r, t) = P(1)
(r, t) +PNL(r, t)(8)

1.4. Linear Susceptibilities: Classical Lorentz-Drude Model.

• consider motion of weakly bound outer electrons under influence of monochromatic
external field in classical approximation (1D)

me
d2x

dt2
= �2me�

dx

dt
� m!2

0x � eE(t)

• suppose that E(t) = E(!) exp(�i!t) and make ansatz x(t) = x(!) exp(�i!t) such
that

me(!
2 � !2

0 + 2i�!)x(!) = eE(!)

• assume homogeneous medium such that P (!) = nmold(!) = �nmolex(!)

• this allows to write
P (!) = "0�(!)E(!)
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• absorption coefficient for case of linear response (recalling that � = �(!))

↵(!) =
!

cn(!)
Im�(!)(10)

• for noninteracting absorbers one introduces there number density nmol and writes

I(x) = I(0)e��(!)n
mol

x

• �(!) is called absorption cross section

1.5. Multiwave Mixing.

• if there are n incoming fields which interact with the medium to generate a signal field
one speaks about an n+ 1 wave mixing process

• assume that the incoming fields can be written as

E(r, t) =
n

X

j=1

[Ej(t) exp(ikjr � i!jt) + c.c.](11)

• recall equations (7) and (8)
• in the following we neglect absorptive losses in the signal field and use fact that linear

response is taken care of by refractive index at the propagating signal field frequency ns

(kj = !jnj/c)
✓
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PNL(r, t)(12)

• equation states that the incoming fields interact with the sample to generate a nonlinear
polarization which in turn serves as a source for the newly generated signal field

• in general the coupled material-field equations have to be solved self-consistently
• let’s assume that the nonlinear polarization is given and calculate the signal field
• implies that incoming waves are given and not changed due to mixing with signal field,

what requires Es ⌧ Ej; this linearization of the wave propagation allows for following
simple solution

• it can be expected that due to wave mixing all kinds of frequency and wave vector
combinations are generated, i.e.

ks = ±k1 ± k2 ± . . . ± kn !s = ±!1 ± !2 ± . . . ± !n(13)

• this suggests expansion of nonlinear polarization as follows

PNL(r, t) =
X

n=2,3,...

X

s

P(n)
s (t) exp(iksr � i!st)(14)

k , t1 !"#$ 1

k , t2 !"#% 2

k , t3 !"#& 3
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‣ wave mixing due to                       yields combinations 

‣ general form of nonlinear polarization 

‣ consider one-dimensional case 

‣ in general due to dispersion effects one has 

‣ ansatz for fields
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• consider propagation through a slab of length L in x direction, i.e. ks||x ; further we
consider a single term of the polarization only:

PNL(r, t) = Ps(t) exp(iksx � i!st)

• look for a solution of the signal field which has the form

E(r, t) = Es(x, t) exp(ik
0
sx � i!st)

• due to dispersion and non-collinearity k0
s = !sns/c is not necessarily equal to ks which

is given by vector addition
• further we invoke slowly varying envelope approximation for Ps(t) and Es(x, t), e.g.
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⌧ |!sPs(t)|
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�
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@Es(x)

@x
|

• upon insertion and collecting of terms employing the dispersion relation one obtains

ik0
s

@Es(x, t)

@x
= � !2

s

2c2"0
Ps(t) exp(i�kx)

• �k = |ks � k0
s| difference between vector combination of incoming waves and signal

wave
• relation can be integrated over slab (Es(x = 0) = 0) to give

Es(L, t) =
i!sL

2c"0ns

Ps(t)sinc(�kL/2) exp(i�kL/2)

• used sinc function:

sinc(x) =
sin x
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‣ within slowly varying envelope approximation 

‣ integration for a slab [0:L] 

‣ signal intensity 

‣ phase matching condition
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3. Focus on terms that are responsible for second harmonic generation, i.e. x(2)(2!
j

)ei2!jt+
c.c., and show that the corresponding amplitudes are given as
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E2 Multiwave mixing
The wave equation for the signal field generated in a multiwave mixing process reads
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where the influence of the linear response is considered via the refraction index nS.
In a (n+1) wave mixing process, the non-linear polarization, PNL(x, t), is generated
by a superposition of n incoming fields

E

(in)(x, t) =
nX
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E
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• consider propagation through a slab of length L in x direction, i.e. ks||x ; further we
consider a single term of the polarization only:
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s = !sns/c is not necessarily equal to ks which

is given by vector addition
• further we invoke slowly varying envelope approximation for Ps(t) and Es(x, t), e.g.
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• intensity of so-called homodyne signal beam at the end of the slab

Is(L, t) = "0cns|Es(L, t)|2 =
!2
sL

2

4c"0ns

|Ps(t)|2sinc2(�kL/2)(15)

• due to sinc function (see figure) signal will be large only if �kL ⌧ ⇡

• known as phase-matching condition
• for some techniques automatically fulfilled (FWM) since �k = 0, but sometimes also

interaction volume (L) sets limit
• phase matching can also be viewed in terms of Poynting theorem which states that time

averaged energy exchange between field and medium polarisation given by
⌧

E · @P
@t

�

• sign determines direction of energy flow , if there is phase slip direction of flow will
differ in different parts of medium

• interval during which one direction prevails is called coherence length
• for ks = k0

s coherence length equal to sample length and build up of intense signal field
possible

• heterodyne detection
– so far signal proportional to |Ps(t)|2, however, Ps(t) in general complex quantity

(but not the macroscopic P(r, t))
– further signal is generated in a new spatial direction and can be detected background

free, but it is usually very weak
– to enhance sensitivity and to obtain full complex polarization one mixes the signal

field with an additional ”local oscillator” field ELO(t) which propagates along the
signal field

– total intensity becomes

IT(t) = "0cns|Es(t) + ELO(t)|2 = ILO(t) + Is(t) + 2"0cnsRe[E
⇤
LO(t)Es(t)]

– IT known and can be subtracted, Is ⌧ IT and can be neglected such that hetero-
dyne signal becomes

IHET(t) = 2"0cnsRe[E
⇤
LO(t)Es(t)](16)

– only linear in signal field and therefore stronger
– phase-sensitive detection possible by controlling the relative phase between ELO

and Es

SPECTROSCOPY AND NONLINEAR OPTICS LECTURE NOTES 15

• intensity of so-called homodyne signal beam at the end of the slab

Is(L, t) = "0cns|Es(L, t)|2 =
!2
sL

2

4c"0ns

|Ps(t)|2sinc2(�kL/2)(15)

• due to sinc function (see figure) signal will be large only if �kL ⌧ ⇡

• known as phase-matching condition
• for some techniques automatically fulfilled (FWM) since �k = 0, but sometimes also

interaction volume (L) sets limit
• phase matching can also be viewed in terms of Poynting theorem which states that time

averaged energy exchange between field and medium polarisation given by
⌧

E · @P
@t

�

• sign determines direction of energy flow , if there is phase slip direction of flow will
differ in different parts of medium

• interval during which one direction prevails is called coherence length
• for ks = k0

s coherence length equal to sample length and build up of intense signal field
possible

• heterodyne detection
– so far signal proportional to |Ps(t)|2, however, Ps(t) in general complex quantity

(but not the macroscopic P(r, t))
– further signal is generated in a new spatial direction and can be detected background

free, but it is usually very weak
– to enhance sensitivity and to obtain full complex polarization one mixes the signal

field with an additional ”local oscillator” field ELO(t) which propagates along the
signal field

– total intensity becomes

IT(t) = "0cns|Es(t) + ELO(t)|2 = ILO(t) + Is(t) + 2"0cnsRe[E
⇤
LO(t)Es(t)]

– IT known and can be subtracted, Is ⌧ IT and can be neglected such that hetero-
dyne signal becomes

IHET(t) = 2"0cnsRe[E
⇤
LO(t)Es(t)](16)

– only linear in signal field and therefore stronger
– phase-sensitive detection possible by controlling the relative phase between ELO

and Es



Summary

• linearization wave equation & slowly varying envelope approximation 

‣ incoming fields unaffected by medium 

‣ signal field proportional to nonlinear polarization 

‣ simple phase matching condition 

• signals 

‣ homodyne detection 

‣ heterodyne detection
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• polarization=dipole density of medium 

‣ molecular dipole operator 

‣ limit of homogeneous medium 

• matter-field Hamiltonian for a system of charged particles 

‣ semiclassical dipole approximation
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• next step is to consider a condensed phase situation with the material system consisting
of many molecules

• assumptions
– no magnetization effects in the medium
– molecules in the condensed phase form a dielectric medium with electronically

polarizable units which are sufficiently described as dipoles
– no free charges giving rise to respective densities and currents
– use macroscopic electrodynamics for dielectrics (no near-field effects)

• introduce averaging of all fields with respect to a volume element �V which contains
large number of molecules and external field is essentially constant

• discretize sample volume by the elements �V and label every element by the spatial
vector r

• from a macroscopic point of view, spatial vectors are continuous quantities.
• key quantity of the electrostatics/electrodynamics of dielectrics is the macroscopic po-

larization vector P(r, t)

• dipole density of the medium

P(r, t) =
1

�V (r)

X

m2�V

dm(t) .(4)

• if material system is treated quantum mechanically, dm(t) is the time–dependent expec-
tation value of the (electric) dipole operator ~µm

dm(t) = h~µmi(t) = tr{⇢(t)~µm} .(5)

• dipole moments
– nonpolar dielectrics dm = 0 (O2, CCl4, ...)
– polar dielectrics dm 6= 0 (H2O)
– induced dipoles dindm = ↵mEm

• for identical, distinguishable, independent, similarly oriented molecules one can replace
summation by volume density nmol of molecules such that

P(r; t) = nmold(r; t) .(6)

• interaction energy of external field with polarizable medium

Eint(t) = �
Z

drE(r, t)P(r, t) ⇡ �
Z

drE(r, t)
1

�V (r)

X

m2�V

dm(t)

m
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• next step is to consider a condensed phase situation with the material system consisting
of many molecules

• assumptions
– no magnetization effects in the medium
– molecules in the condensed phase form a dielectric medium with electronically

polarizable units which are sufficiently described as dipoles
– no free charges giving rise to respective densities and currents
– use macroscopic electrodynamics for dielectrics (no near-field effects)

• introduce averaging of all fields with respect to a volume element �V which contains
large number of molecules and external field is essentially constant

• discretize sample volume by the elements �V and label every element by the spatial
vector r

• from a macroscopic point of view, spatial vectors are continuous quantities.
• key quantity of the electrostatics/electrodynamics of dielectrics is the macroscopic po-

larization vector P(r, t)

• dipole density of the medium

P(r, t) =
1

�V (r)

X

m2�V

dm(t) .(4)

• if material system is treated quantum mechanically, dm(t) is the time–dependent expec-
tation value of the (electric) dipole operator ~µm

dm(t) = h~µmi(t) = tr{⇢(t)~µm} .(5)

• dipole moments
– nonpolar dielectrics dm = 0 (O2, CCl4, ...)
– polar dielectrics dm 6= 0 (H2O)
– induced dipoles dindm = ↵mEm

• for identical, distinguishable, independent, similarly oriented molecules one can replace
summation by volume density nmol of molecules such that

P(r; t) = nmold(r; t) .(6)

• interaction energy of external field with polarizable medium

Eint(t) = �
Z

drE(r, t)P(r, t) ⇡ �
Z

drE(r, t)
1

�V (r)

X

m2�V

dm(t)
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• so far only internal field, but the vector field can be supplemented by a contribution of
an externally applied field to account for its interaction of the particle system

• focus will be on behavior of molecular systems which allows some approximations
– neglect contribution of Hfield to the total Hamiltonian
– account for the Coulomb interaction between the charges only and consider the

coupling between particles and the transverse external field, i.e. A = Aext

– long wavelength approximation: A(xu, t) ⇡ A(Xm, t), where Xm is a representa-
tive point for the mth molecule

• within long wavelength approximation time–dependent unitary transformation possible
(notice that we assume a quantum description of the material system at this point)

T (t) = exp

n

� i

~
X

u

quxuA(Xm, t)
o

= exp

n

� i

~~µmA(Xm, t)
o

,

• dipole operator for the mth molecule

~µm =

X

u

quxu = �
X

j

er
(m)
j +

X

n

ez(m)
n R(m)

n(1)

T (t)puT
+
(t) = pu + quA(Xm, t) .

• unitary transformation of the Hamiltonian which governs time evolution of transformed
state vector reads as

˜H(t) = T (t)HT+
(t) + i~

✓

@T (t)

@t

◆

T+
(t) .

• using defining equation for vector potential we have

i~
✓

@T (t)

@t

◆

T+
(t) = ~µm

@A(Xm, t)

@t

= �~µmE(Xm, t) .

• transformed Hamiltonian becomes

˜H(t) =
X

u

1

2mu

p2
u +

1

8⇡"0

X

u 6=v

quqv
|xu � xv|

� ~µmE(Xm, t) .(2)

• first two terms give the material (molecular) Hamiltonian Hmol

• last term material-field interaction in dipole approximation
• for the mth molecule one has the semiclassical light–matter interaction Hamiltonian

Hint(t) = �E(r = Xm, t) ~µm .(3)



Response Function Formalism
• time dependent perturbation theory 

‣ Schrödinger equation  

‣ time evolution operator 

‣ free time evolution according to H0 

‣ S-operator
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2. NONLINEAR RESPONSE FUNCTIONS AND SUSCEPTIBILITIES

Topics

! time-dependent perturbation theory, S-operator
! linear and nonlinear polarization
! time-domain response function
! multi-time dipole correlation functions

2.1. Time Evolution Operators.

• consider time-dependent Schrödinger equation for time-independent H

(17) i~ @

@t
| (t)i = H| (t)i | 0i ⌘ | (t0)i

(18) | (t)i = U(t, t0)| 0i .

• unitary time–evolution operator

(19) U(t, t0) ⌘ U(t � t0) = e�iH(t�t
0

)/~ .

• suppose that H = H0 + V

• introduce state vector in interaction representation

| (t)i = U(t, t0)| (t0)i = U0(t, t0)| (I)
(t)i .

• equation of motion for the state vector in the interaction representation

U0(t, t0) = e�iH
0

(t�t
0

)/~

i~ @

@t
| (t)i = U0(t, t0)

✓

H0| (I)
(t)i + i~ @

@t
| (I)

(t)i
◆

= (H0 + V )U0(t, t0)| (I)
(t)i .

i~ @

@t
| (I)

(t)i = U+
0 (t, t0)V U0(t, t0)| (I)

(t)i ⌘ V (I)
(t)| (I)

(t)i .

• V (I)
(t) is the interaction representation of the perturbational part of the Hamiltonian

• formal solution via S–operator

| (I)
(t)i = S(t, t0)| (I)

(t0)i ⌘ S(t, t0)| (t0)i ,

• total time evolution operator

(20) U(t, t0) = U0(t, t0)S(t, t0) .

• S–operator can be determined by the iterative solution of the equation of motion for
| (I)i after formal time–integration
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• perturbation expansion of polarization 

‣ expansion of density operator 

‣ starting point
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2.2. (Non-)linear Response Functions. The Time-domain Picture.

• recall that for homogeneous sample (~µ is dipole operator of representative molecule at
r)

P(r; t) = nmold(r, t) = nmoltr{⇢(t)~µ}

• look for expansion for polarization in orders of the external field

P(r, t) = P(1)
(r, t) +P(2)

(r, t) +P(3)
(r, t) . . .

• is achieved by expansion of the density operator

⇢(t) = ⇢(1)(t) + ⇢(2)(t) + ⇢(3)(t) + . . .

• expansion assumes partitioning of Hamiltonian into zero order matter part and matter-
field interaction

H = Hmol +Hint(t) Hint(t) = �E(r, t) ~µ

• time-evolution operator is separated into zero order molecular part and S-operator

U0(t, t0) = exp(�iHmol(t � t0)/~)

S(t, t0) = ˆT exp

0

@� i

~

t
Z

t
0

dt0 H
(I)
int(t

0
)

1

A

• coupling Hamiltonian in the interaction representation reads

H
(I)
int(t) = U+

0 (t � t0)Hint(t)U0(t � t0) = �E(r, t) ~µ(I)
(t)

• suppose that ⇢(t0) = ⇢eq, we have

⇢(t) = U(t, t0)⇢eqU
+
(t, t0)

• introducing the S operator the dipole moment expectation value becomes

d(r; t) = tr{⇢eqS+
(t, t0)~µ

(I)
(t)S(t, t0)}

• expansion of the S-operator up to first order

d(r; t) ⇡ tr{⇢eq
⇥

1 + S(1)+
(t, t0)

⇤

~µ(I)
(t)

⇥

1 + S(1)
(t, t0)

⇤

} .

S(1)
(t, t0) =

i

~

t
Z

t
0

d⌧ E(r, ⌧)~µ(I)
(⌧)
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‣ first order term 

‣ linear polarization 

‣ linear response function
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• if there are is macroscopic dipole density the zeroth order term doesn’t contribute and
the first order term is

d(1)
(r; t) = tr{⇢eq[S(1)+

(t, t0)~µ
(I)
(t) + ~µ(I)

(t)S(1)
(t, t0)]}

d(1)
(r; t) =

i

~

t
Z

t
0

d⌧ E(r, ⌧)tr{⇢eq[~µ(I)
(t)~µ(I)

(⌧) � ~µ(I)
(⌧)~µ(I)

(t)]}

• introduce t1 = t � ⌧ , assume t0 ! �1 and rearrange terms to obtain

d(1)
(r; t) =

i

~

Z 1

0

dt1 E(r, t � t1)tr{⇢eq[~µ(I)
(t1), ~µ

(I)
(0)]}

• introduce linear response function

R(1)
(t) =

i

~✓(t)nmoltr

n

⇢eq
⇥

~µ(I)
(t), ~µ(I)

(0)

⇤

�

o

• linear polarization

P(1)
(r, t) =

Z 1

0

dt1 R
(1)
(t1)E(r, t � t1) .
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‣ third-order term 

‣ third order polarization 

‣ third order response function
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(⌧1) E(r, ⌧2)~µ

(I)
(⌧2) E(r, ⌧3)~µ

(I)
(⌧3) .

• procedure is the same as before, but more tedious
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• third order nonlinear response function
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o

– real-valued tensor of rank 4
– three–fold commutator structure of R(3) results in 8 different terms
– multi–time correlation functions of the dipole operator

• contributions to response functions are usually ordered as follows
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(0)

o

Ri(t3, t2, t1) = �R⇤
i�4(t3, t2, t1) i = 5, . . . , 8
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• it’s all in the Feynman diagrams! 

‣ model system 

‣ linear response function 

‣ first order polarization
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2.3. Feynman Diagrams.

• Feynman diagrams provide a visual tool for understanding the perturbation description
of processes

• for the purpose of illustration we consider a quantum mechanical system with eigen-
states according to

H|ai = Ea|ai

– initial condition
⇢eq = |aiha|

– dipole operator
µ =

X

a 6=b

µab|aihb|

– external field

E(r, t) =
X

j

[Ej(t) exp(�i!jt+ ikjr) + E⇤
j (t) exp(i!jt � ikjr)]

• consider linear polarization (skip vector notation)

P (1)
(r, t) =

Z 1

0

dt1 R
(1)
(t1)E(r, t � t1)

– linear response function

R(1)
(t1) =
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(t1)]

– for the model this gives

J(t1) = tr
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+
0 (t1)

o
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X
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=

X
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|µab|2Iba(t1)

R(1)
(t1) =

i
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X

b

|µab|2(Iba(t1) � I⇤ba(t1))

– back to polarization

P (1)
(r, t) =

i

~nmol

X

b

|µab|2
Z 1

0

dt1

⇥
⇣

e�i!bat1 � ei!bat1
⌘h

E1e
�i!

1

(t�t
1

)+ik
1

r
+ E⇤

1e
i!

1

(t�t
1

)�ik
1

r
i

– for !1 ⇡ !ba > 0 two terms are rapidly oscillating under the integral (neglected in
rotating wave approximation (RWA))

– term from J⇤ corresponds to resonance at !1 < 0 and is usually not considered
• Feynman diagram rules

– density operator represented by two vertical lines (ket (left) and bra (right))
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– for !1 ⇡ !ba > 0 two terms are rapidly oscillating under the integral (neglected in
rotating wave approximation (RWA))

– term from J⇤ corresponds to resonance at !1 < 0 and is usually not considered
• Feynman diagram rules

– density operator represented by two vertical lines (ket (left) and bra (right))
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• rules for double-sided Feynman diagrams 

‣ density operator given by two vertical lines 

‣ time runs from bottom to top 

‣ interaction=arrow labeled by field frequency/wave vector 

‣ signal field to the left by convention 

‣ overall sign (-1)m, m=number of interactions from right
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incoming/outgoing arrow = 
photon annihilation/creation
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FIGURE 8. Double-sided Feynman diagrams for the linear response function.
In RWA the second and fourth diagrams are neglected.

– time runs vertically from bottom to top
– each interaction is assigned an arrow and labeled by the corresponding field fre-

quency !j(> 0)

– an arrow pointing to the right with label !j corresponds to contribution of Ej exp(�i!jt+

ikjr) to polarization, an arrow pointing to the left gives E⇤
j exp(i!jt � ikjr)

– signal field represented with frequency !s = ±!1 + . . .

⇤ note that there will be n + 1 interaction points for an nth order process due
to the fact, that we take the trace w.r.t. µ⇢n

⇤ due to invariance of order of operators in trace, the last action of the dipole
operator could either come form left or right, usually one chooses the left

⇤ also note that the final state of the system is not µ⇢n

⇤ finally, incoming/outgoing arrow correspond to photon absorption/emission
(cf. quantum description of field)

– each diagram has overall sign (�1)

n where n is number of interaction from right
(commutator)

• application to third-order nonlinear response functions and polarization
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o

‣ rotating wave approximation (RWA)



‣ Feynman diagrams and correlation functions
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2.3. Feynman Diagrams.

• Feynman diagrams provide a visual tool for understanding the perturbation description
of processes

• for the purpose of illustration we consider a quantum mechanical system with eigen-
states according to

H|ai = Ea|ai

– initial condition
⇢eq = |aiha|

– dipole operator
µ =
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– external field
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P (1)
(r, t) =

Z 1

0

dt1 R
(1)
(t1)E(r, t � t1)

– linear response function

R(1)
(t1) =

i

~✓(t1)nmol[J(t1) � J⇤
(t1)]

– for the model this gives

J(t1) = tr

n

µU0(t1)µ⇢eqU
+
0 (t1)

o

=

X

b

|µab|2e�i!bat1
=

X

b

|µab|2Iba(t1)

R(1)
(t1) =

i

~✓(t1)nmol

X

b

|µab|2(Iba(t1) � I⇤ba(t1))

– back to polarization

P (1)
(r, t) =

i

~nmol

X

b

|µab|2
Z 1

0

dt1

⇥
⇣

e�i!bat1 � ei!bat1
⌘h

E1e
�i!

1

(t�t
1

)+ik
1

r
+ E⇤

1e
i!

1

(t�t
1

)�ik
1

r
i

– for !1 ⇡ !ba > 0 two terms are rapidly oscillating under the integral (neglected in
rotating wave approximation (RWA))

– term from J⇤ corresponds to resonance at !1 < 0 and is usually not considered
• Feynman diagram rules

– density operator represented by two vertical lines (ket (left) and bra (right))
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‣ third order response functions: diagramatic representation
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R(3)
(t3, t2, t1) = nmol

✓

i

~

◆3

✓(t3)✓(t2)✓(t1)
8

X

i=1

Ri(t3, t2, t1)

• application to our model Hamiltonian
– exemplary focus on R1

R1(t3, t2, t1) = tr{µ(I)
(t1)µ

(I)
(t1 + t2)µ

(I)
(t1 + t2 + t3)µ

(I)
(0)⇢eq}

FIGURE 9. Feynman diagrams contributing to the third order response function.
Note, that the order of the fields can be different. Further, different directions of
the arrows are in principle possible, depending on the energy level structure.
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FIGURE 9. Feynman diagrams contributing to the third order response function.
Note, that the order of the fields can be different. Further, different directions of
the arrows are in principle possible, depending on the energy level structure.‣ time-ordering of fields can be different 

‣ direction of arrows different depending on level structure 

‣ in practice diagrams have to be drawn for the actual system
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• procedure is the same as before, but more tedious
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• third order nonlinear response function
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– real-valued tensor of rank 4
– three–fold commutator structure of R(3) results in 8 different terms
– multi–time correlation functions of the dipole operator

• contributions to response functions are usually ordered as follows
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‣ for example R1
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– write out time evolution operators
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= tr{U+
0 (t1)µU

+
0 (t2)µU

+
0 (t3)µU0(t1 + t2 + t3)µ⇢eq}

=

X

bcd

tr{U+
0 (t1)|aiµadhb|U+

0 (t2)|biµbchc|U+
0 (t3)|ciµcdhd|U0(t1 + t2 + t3)|diµdaha|}

=

X

bcd

tr{|ciµcdhd|U0(t1 + t2 + t3)|diµdaha|U+
0 (t1)|aiµabhb|U+

0 (t2)|biµbchc|U+
0 (t3)}

⇡
X

bcd

µabµbcµcdµdaIdc(t3)Idb(t2)Ida(t1)

R2(t3, t2, t1) =
X

bcd

µabµbcµcdµdaIdc(t3)Idb(t2)Iab(t1)

R3(t3, t2, t1) =
X

bcd

µabµbcµcdµdaIdc(t3)Iac(t2)Iab(t1)

R4(t3, t2, t1) =
X

bcd

µabµbcµcdµdaIba(t3)Ica(t2)Ida(t1)

– Feynman diagram analysis
– phase matching allows selecting certain diagrams

⇤ in general ks = ±k1 ± k2 ± k3

⇤ in RWA only one set of signs survives for given Ri

⇤ example: R1: ks = k1 � k2 + k3; R2: ks = �k1 + k2 + k3

2.4. Nonlinear Susceptibilities.

• for continuous-wave (cw) experiments frequency-domain picture more useful
• FT relationships

F (t) =
1

2⇡

Z

d!e�i!t
˜F (!)

˜F (!) =

Z

dtei!tF (t)

• consider effect on linear response
– insert FT of field

P(1)
(r, t) =

1

2⇡

Z

dt1

Z

d!R(1)
(t1)E(r,!) exp(�i!(t � t1)) .

– introduce FT of response function

R(1)
(!) =

Z

dt exp(i!t)R(1)
(t)

in RWA only one possibility!
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Frequency Domain

• equivalent formulation, but more suitable for CW fields 

‣ linear response 

‣ first order susceptibility 

‣ absorption coeffiecient
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2.3. Feynman Diagrams.

• Feynman diagrams provide a visual tool for understanding the perturbation description
of processes

• for the purpose of illustration we consider a quantum mechanical system with eigen-
states according to

H|ai = Ea|ai

– initial condition
⇢eq = |aiha|

– dipole operator
µ =

X

a 6=b

µab|aihb|

– external field

E(r, t) =
X

j

[Ej(t) exp(�i!jt+ ikjr) + E⇤
j (t) exp(i!jt � ikjr)]

• consider linear polarization (skip vector notation)

P (1)
(r, t) =

Z 1

0

dt1 R
(1)
(t1)E(r, t � t1)

– linear response function

R(1)
(t1) =

i

~✓(t1)nmol[J(t1) � J⇤
(t1)]

– for the model this gives

J(t1) = tr

n

µU0(t1)µ⇢eqU
+
0 (t1)

o

=

X

b

|µab|2e�i!bat1
=

X

b

|µab|2Iba(t1)

R(1)
(t1) =

i

~✓(t1)nmol

X

b

|µab|2(Iba(t1) � I⇤ba(t1))

– back to polarization

P (1)
(r, t) =

i

~nmol

X

b

|µab|2
Z 1

0

dt1

⇥
⇣

e�i!bat1 � ei!bat1
⌘h

E1e
�i!

1

(t�t
1

)+ik
1

r
+ E⇤

1e
i!

1

(t�t
1

)�ik
1

r
i

– for !1 ⇡ !ba > 0 two terms are rapidly oscillating under the integral (neglected in
rotating wave approximation (RWA))

– term from J⇤ corresponds to resonance at !1 < 0 and is usually not considered
• Feynman diagram rules

– density operator represented by two vertical lines (ket (left) and bra (right))

P (1)(r,!) = �(1)(!)E(r,!)

�(1)
(!) =

Z
dt exp(i!t)R(1)

(t)
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• introduced linear susceptibility (!02
0 = !2

0 � �2 ⇡ !2
0)

�(!) = �nmole
2

"0me

✓

1

!2 � !2
0 + 2i�!

◆

= �nmole
2

2"0me

✓

1

! � !0
0 + i�

� 1

! + !0
0 + i�

◆

= �0
(!) + i�00

(!)
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''

FIGURE 7. �(!) for Drude model with � = 0.05.

• back to propagation equations using the hand-waving notation P = "0�E also in time-
domain and dielectric function " = 1 + � such that

✓

c2� � "
@2

@t2

◆

E = 0

• consider plane wave in x-direction: E(x, t) = E0 exp(�i!t+ ikx) which gives

(c2k2 � "!2
) = 0 ! k = !

p
"/c =

!

c
(n(!) + i(!))

• n(!): index of refraction, (!): extinction coefficient
• in medium field changes to

E(x, t) = E0 exp(�i!t+ i!n(!)x/c � !(!)x/c)

• decay of wave from vacuum into medium at x = 0 is given by Beer’s law for intensity

I(x) = "0cn|E(x)|2 = I(0)e�↵(!)x(9)

• absorption coefficient

↵(!) = �@I(x)

@x
I�1

↵(!) = 2!(!)/c

• for optically thin media it holds that n � , hence
p
"0 + i"00 =

p
"0
p

1 + i"00/"0 ⇡
p
"0 +

i

2

"00p
"0

= n(!) + i(!)

� = �0 + i�00
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• absorption coefficient for case of linear response (recalling that � = �(!))

↵(!) =
!

cn(!)
Im�(!)(10)

• for noninteracting absorbers one introduces there number density nmol and writes

I(x) = I(0)e��(!)n
mol

x

• �(!) is called absorption cross section

1.5. Multiwave Mixing.

• if there are n incoming fields which interact with the medium to generate a signal field
one speaks about an n+ 1 wave mixing process

• assume that the incoming fields can be written as

E(r, t) =
n

X

j=1

[Ej(t) exp(ikjr � i!jt) + c.c.](11)

• recall equations (7) and (8)
• in the following we neglect absorptive losses in the signal field and use fact that linear

response is taken care of by refractive index at the propagating signal field frequency ns

(kj = !jnj/c)
✓

c2� � n2
s

@2

@t2

◆

E(r, t) =
1

"0

@2

@t2
PNL(r, t)(12)

• equation states that the incoming fields interact with the sample to generate a nonlinear
polarization which in turn serves as a source for the newly generated signal field

• in general the coupled material-field equations have to be solved self-consistently
• let’s assume that the nonlinear polarization is given and calculate the signal field
• implies that incoming waves are given and not changed due to mixing with signal field,

what requires Es ⌧ Ej; this linearization of the wave propagation allows for following
simple solution

• it can be expected that due to wave mixing all kinds of frequency and wave vector
combinations are generated, i.e.

ks = ±k1 ± k2 ± . . . ± kn !s = ±!1 ± !2 ± . . . ± !n(13)

• this suggests expansion of nonlinear polarization as follows

PNL(r, t) =
X

n=2,3,...

X

s

P(n)
s (t) exp(iksr � i!st)(14)



Two-Level System
• generic two level system coupled to some heat bath 

‣ QME like description 

‣ non-perturbative quantum description 

‣ semiclassical approach
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FIGURE 15. Effect of H-bonding on IR spectra.

3.2. Analysis of Linear IR Absorption Spectra.

• consider case of high-frequency mode at frequency !eg = (Ee �Eg)/~; other so-called
bath coordinates, q, are not further specified at this point, but assumed to couple to this
transition, i.e. Ha = Ha(q)

• linear spectrum is determined by correlation function

J(t) = tr

n

µU0(t)µ⇢eqU
+
0 (t)

o

• initial condition

⇢eq = |gi⇢ghg| ⇢g = e�Hg(q)/kT/Z

• to simplify matters we will use the Condon-approximation: µeg 6= µeg(q)

• action of dipole operator keeps bath coordinates alive

U0(t)|ai = |aie�iHa(q)t/~

J(t) = tr

n

µge|gihe|e�iHet/~µeg|eihg|⇢geiHgt/~|gihg|
o

• taking the partial trace w.r.t. to the selected high-frequency mode we have

J(t) = |µeg|2trq
n

e�iHet/~⇢ge
iHgt/~

o
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• Quantum Master Equation approach 

‣ two level system 

‣ Bloch model notation 

‣ response functions:
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• non-perturbative quantum description 

‣ dipole correlation function for linear response 

‣ take partial trace w.r.t. two-level system 

‣ general definition of S-operator 

‣ introduce reference Hamiltonian
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• use following notation
trq

n

• ⇢g

o

= h•i

• to proceed we go back to the general relation:

U(t, t0) = U0(t, t0)S(t, t0)

S(t, t0) = exp+

8

<

:

� i

~

t
Z

t
0

d⌧V (I)
(⌧)

9

=

;

• decompose Hamiltonian into reference and deviation from that reference

Hg = (Hg � H 0
g) +H 0

g

eiHgt/~
= exp�

8

<

:

i

~

t
Z

0

d⌧(Hg � H 0
g)

(I)
(⌧)

9

=

;

eiH
0
gt/~

He = (He � H 0
e) +H 0

e

e�iHet/~
= e�iH0

et/~
exp+

8

<

:

� i

~

t
Z

0

d⌧(He � H 0
e)

(I)
(⌧)

9

=

;

• in the expression for the linear absorption spectrum both time evolution operators appear
and one has to decide which state to use as reference, for absorption the ground state is
most important and we choose

H 0
g = Hg H 0

e = Hg + ~!eg

• correlation function follows as

(37) J(t) = |µeg|2e�i!egthexp+

�

� i

~

t
Z

0

d⌧U(⌧)
 

i

• gap coordinate

U = He � Hg � ~!eg U(t) ⌘ U (I)
(t) = eiHgt/~Ue�iHgt/~

• notice that choice of offset !eg is arbitrary, normally it is chosen as the thermally aver-
aged energy gap

~!eg = hHe � Hgi

• in this case one often uses: U(t)/~ ⌘ �!eg(t) = !eg(t) � h!egi
• use so-called cumulant expansion technique

– suppose that we have some function A for which a perturbation series exist, i.e.

A = A0(1 + �A1 + �2A2 + . . .)
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‣ use ground state as reference 

‣ correlation function 

‣ gap coordinate 

‣ choice of      arbitrary, often thermally averaged energy gap useful 

‣ gap coordinate describes fluctuations of energy gap of two level 
system due to interaction with the thermally moving bath
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• example: from gap fluctuations to correlation function
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Figure 7.2 (a) Fluctuating frequency and (b) the resulting oscillation where the
oscillation periods vary (Eq. 7.3). Panel (c) overlays five such trajectories, which
are initially in phase, but run out of phase quickly. Panel (d) shows an average
over 1000 trajectories (Eq. 7.5).

This expression illustrates the central concept of dephasing. As a result of
changes in the environment structure, the instantaneous frequency ω(t) fluctuates
around its average ω01 (Fig. 7.2a). If we had just a single molecule, the change of
frequency causes the oscillation period to change as a function of time (Fig. 7.2b).
That is, whenever the instantaneous frequency ω(t) happens to be low, the oscil-
lation period is long, and vice versa. Nevertheless, the amplitude of the oscillating
off-diagonal density matrix ρ01(t) would still be constant (Eq. 7.3) if we had just
a single molecule. Due to ensemble averaging, however, the various oscillating
terms will eventually become out of phase (Fig. 7.2c), so that the amplitude of the

FIGURE 16. Energy gap fluctuations (a), exponential of a single realization (b),
of several realizations (c) and averaged exponential (1000 trajectories); from P.
Hamm and M. Zanni (2011).

– exponential ansatz for gap correlation function due to Kubo (1969)
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– consider fast modulation or homogeneous limit: �⌧c ⌧ 1

– approximation to line shape function for t/⌧c � 1
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• cumulant expansion 

‣ goal: approximate evaluation of time-ordered exponential 

‣ cumulant expansion: resummation of perturbation series 

‣ application to  dipole correlation function 

‣ lineshape function
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• use following notation
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• to proceed we go back to the general relation:
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• decompose Hamiltonian into reference and deviation from that reference
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• in the expression for the linear absorption spectrum both time evolution operators appear
and one has to decide which state to use as reference, for absorption the ground state is
most important and we choose

H 0
g = Hg H 0

e = Hg + ~!eg

• correlation function follows as

(37) J(t) = |µeg|2e�i!egthexp+

�

� i

~

t
Z

0

d⌧U(⌧)
 

i

• gap coordinate

U = He � Hg � ~!eg U(t) ⌘ U (I)
(t) = eiHgt/~Ue�iHgt/~

• notice that choice of offset !eg is arbitrary, normally it is chosen as the thermally aver-
aged energy gap

~!eg = hHe � Hgi

• in this case one often uses: U(t)/~ ⌘ �!eg(t) = !eg(t) � h!egi
• use so-called cumulant expansion technique

– suppose that we have some function A for which a perturbation series exist, i.e.

A = A0(1 + �A1 + �2A2 + . . .)
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– goal is to write this into the form

A = A0e
F F = �F1 + �2F2 + . . .

– expansion of eF

eF = 1 + F +

1

2

F 2
+ . . . = 1 + �F1 + �2F2 +

1

2

�2F 2
1 + . . .

– comparing the expansions we identify the cumulants

A1 = F1, A2 = F2 +
1

2

F 2
1

– hence we can write

A = A0e
�A

1

+�2(A
2

� 1

2

A2

1

)+...

– if one can restrict on certain terms say A1 and A2 this expression is exact, i.e. it is
a partial resummation of the perturbation series

• apply to correlation function

A = J(t) ⇡ |µeg|2e�i!egth(1 � i
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• for special choice of !eg first order term vanishes
• second order cumulant approximation to correlation function

(38) J(t) = |µeg|2e�i!egte�g(t)

• line shape function

(39) g(t) =
1
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• gap correlation function

(40) C(t) =
1

~2 hU(t)U(0)i ⌘ h�!eg(t)�!eg(0)i

• only in cases where the bath consists of harmonic oscillators (Gaussian statistics) the
second order cumulant approximation is exact!

• note that if the effect of the bath is described by independent stochastic processes than
the central limit theorem states that the sum will have a Gaussian distribution regardless
of the individual processes

• Kubo line shape theory
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‣ multi-time correlation functions 

‣ within second order cumulant approximation, all response 
functions can be expressed by a single lineshape function!
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3.3. Nonlinear IR Spectroscopy.

3.3.1. Response Functions.

• good news: nonlinear response functions can be expressed in terms of gap correlation
functions

• once a model for the linear spectrum is fixed (e.g. g(t)), nonlinear spectra are available
• nonlinear signals provide a much deeper look into the system dynamics, which makes a

crucial test for the model
• for the above two level model and assuming the validity of the second order cumulant

expansion, the response functions are given by (derivation, see Mukamel book)

R1(t3, t2, t1) = exp(�i!egt1 � i!egt3) exp(�g⇤(t3) � g(t1) � f+(t3, t2, t1))

R2(t3, t2, t1) = exp(i!egt1 � i!egt3) exp(�g⇤(t3) � g⇤(t1) � f ⇤
+(t3, t2, t1))

R3(t3, t2, t1) = exp(i!egt1 � i!egt3) exp(�g(t3) � g⇤(t1) � f ⇤
�(t3, t2, t1))

R4(t3, t2, t1) = exp(�i!egt1 � i!egt3) exp(�g(t3) � g(t1) � f�(t3, t2, t1))

f+(t3, t2, t1) = g(t2) � g(t2 + t3) � g(t1 + t2) + g(t1 + t2 + t3)

f�(t3, t2, t1) = g⇤(t2) � g⇤(t2 + t3) � g(t1 + t2) + g(t1 + t2 + t3)

• sketch of derivation (for full account see Mukamel Apendix 8A)

consider general correlation function

F (⌧1, ⌧2, ⌧3, ⌧4) = hµge(⌧1)µeg(⌧2)µge(⌧3)µeg(⌧4)i

µge(⌧) = eiHg⌧/~µgee
�iHe⌧/~

use same trick as before

µeg(t) = µege
�i!egt
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insert into above expression

F (⌧1, ⌧2, ⌧3, ⌧4) = exp[�i!eg(⌧1 � ⌧2 + ⌧3 � ⌧4))]
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(51)

• Kubo lineshape model
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Figure 7.3 (a) An example frequency trajectory deduced from a Langevin simula-
tion (in arbitrary units), with (b) its Gaussian distribution. (c) Resulting frequency
fluctuation correlation function.

be Gaussian distributed, regardless of whether or not the statistics of the individual
contributions is Gaussian. In the context of solvation, many solvent molecules typ-
ically contribute to the frequency fluctuations of a vibrational transition, hence the
central limit theorem often applies. For example, carbonyl vibrations are affected
by the electrostatic fields originating from molecules 10 Å away [194].

Figure 7.3 illustrates the concept of how frequency fluctuations are described
by a correlation function. Shown in Fig. 7.3(a) is an example frequency trajectory
of a single molecule deduced from a random walk in a harmonic potential, whose
distribution is Gaussian (Fig. 7.3b). If the system is ergodic, we can use a sliding
time average rather than an ensemble average to calculate the frequency fluctuation
correlation function:

⟨δω01(t)δω01(0)⟩ = 1
T

∫ T

0
ω01(τ )ω01(τ + t)dτ (7.23)

where T is the total length of the trajectory. The initial value of the frequency fluc-
tuation correlation function at t = 0 is the variance of the frequency fluctuations,
⟨δω2

01⟩. As time increases, the molecule’s frequency changes, and eventually is no
longer correlated from where it started. The decay time of the frequency fluctuation

FIGURE 17. Gap correlation function (a), distribution (b), and correlation func-
tion (c); from P. Hamm and M. Zanni (2011).

– pure dephasing time
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– absorption spectrum
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– Lorentzian line shape with width 1/T ⇤
2

– notice that line width is smaller than frequency distribution 1/T ⇤
2 ⌧ �: motional

narrowing
– consider slow modulation or inhomogeneous limit: �⌧c � 1

– approximation to line shape function for t/⌧c ⌧ 1
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Figure 7.2 (a) Fluctuating frequency and (b) the resulting oscillation where the
oscillation periods vary (Eq. 7.3). Panel (c) overlays five such trajectories, which
are initially in phase, but run out of phase quickly. Panel (d) shows an average
over 1000 trajectories (Eq. 7.5).

This expression illustrates the central concept of dephasing. As a result of
changes in the environment structure, the instantaneous frequency ω(t) fluctuates
around its average ω01 (Fig. 7.2a). If we had just a single molecule, the change of
frequency causes the oscillation period to change as a function of time (Fig. 7.2b).
That is, whenever the instantaneous frequency ω(t) happens to be low, the oscil-
lation period is long, and vice versa. Nevertheless, the amplitude of the oscillating
off-diagonal density matrix ρ01(t) would still be constant (Eq. 7.3) if we had just
a single molecule. Due to ensemble averaging, however, the various oscillating
terms will eventually become out of phase (Fig. 7.2c), so that the amplitude of the

FIGURE 16. Energy gap fluctuations (a), exponential of a single realization (b),
of several realizations (c) and averaged exponential (1000 trajectories); from P.
Hamm and M. Zanni (2011).

– exponential ansatz for gap correlation function due to Kubo (1969)

(41) h�!eg(t)�!eg(0)i = �
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– two parameters: fluctuation amplitude � and correlation time ⌧c

– integration gives line shape function

(42) g(t) = �
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– consider fast modulation or homogeneous limit: �⌧c ⌧ 1

– approximation to line shape function for t/⌧c � 1

(43) h�!eg(t)�!eg(0)i =
�(t)
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2⌧ct = t/T ⇤
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‣ Kubo ansatz
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‣ lineshape function in Kubo model 

‣ fast modulation/homogeneous limit: 

‣ Lorentzian absorption spectrum

33
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This expression illustrates the central concept of dephasing. As a result of
changes in the environment structure, the instantaneous frequency ω(t) fluctuates
around its average ω01 (Fig. 7.2a). If we had just a single molecule, the change of
frequency causes the oscillation period to change as a function of time (Fig. 7.2b).
That is, whenever the instantaneous frequency ω(t) happens to be low, the oscil-
lation period is long, and vice versa. Nevertheless, the amplitude of the oscillating
off-diagonal density matrix ρ01(t) would still be constant (Eq. 7.3) if we had just
a single molecule. Due to ensemble averaging, however, the various oscillating
terms will eventually become out of phase (Fig. 7.2c), so that the amplitude of the
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be Gaussian distributed, regardless of whether or not the statistics of the individual
contributions is Gaussian. In the context of solvation, many solvent molecules typ-
ically contribute to the frequency fluctuations of a vibrational transition, hence the
central limit theorem often applies. For example, carbonyl vibrations are affected
by the electrostatic fields originating from molecules 10 Å away [194].

Figure 7.3 illustrates the concept of how frequency fluctuations are described
by a correlation function. Shown in Fig. 7.3(a) is an example frequency trajectory
of a single molecule deduced from a random walk in a harmonic potential, whose
distribution is Gaussian (Fig. 7.3b). If the system is ergodic, we can use a sliding
time average rather than an ensemble average to calculate the frequency fluctuation
correlation function:

⟨δω01(t)δω01(0)⟩ = 1
T

∫ T

0
ω01(τ )ω01(τ + t)dτ (7.23)

where T is the total length of the trajectory. The initial value of the frequency fluc-
tuation correlation function at t = 0 is the variance of the frequency fluctuations,
⟨δω2

01⟩. As time increases, the molecule’s frequency changes, and eventually is no
longer correlated from where it started. The decay time of the frequency fluctuation

FIGURE 17. Gap correlation function (a), distribution (b), and correlation func-
tion (c); from P. Hamm and M. Zanni (2011).
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Figure 7.4 Simulation illustrating motional narrowing. Shown is the transition of
a Kubo lineshape from the inhomogeneous limit !ω · τc ≫ 1 into the homoge-
neous limit !ω · τc ≪ 1. The width of the distribution, !ω, was kept constant in
this model, while the correlation time τc was varied.

with the correlation time τc (since T ∗−1
2 = !ω2τc ≪ !ω). In principle, 1/T ∗

2 → 0
as τc → 0. Narrowing occurs because the frequency of the molecules fluctuates so
quickly that one only sees the average.

The slow modulation or inhomogeneous limit is the opposite limit with
!ω · τc ≫ 1. In this case, the frequency fluctuation correlation function can be
approximated as constant, ⟨δω(τ )δω(0)⟩ = !ω2, and the lineshape function
reduces to

g(t) = !ω2

2
t2 (7.28)

which can be seen when expanding the exponential function in Eq. 7.25 for
t/τc ≪ 1 (see Problem 7.3). The lineshape function now is independent of the cor-
relation time τ c so that it resembles the static distribution of frequencies, and the
absorption spectrum
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yields a Gaussian line with bandwidth!ω. Since we used the cumulant expansion,
the Kubo model in the slow modulation limit necessarily leads to a Gaussian line-
shape, but in reality the lineshape will just give the frequency distribution, whether
or not it is Gaussian (see Problem 7.4).

The frequency fluctuation correlation function does not have to decay mono-
exponentially. Multi-exponential decays could be caused by multiple-component
systems. For example, membrane peptides exhibit fast frequency fluctuations due
to water dynamics and slower fluctuations caused by the lipids [194]. And even

FIGURE 18. Transition between homogeneous and inhomogeneous broadening
(motional narrowing); from P. Hamm and M. Zanni (2011).

– absorption spectrum has Gaussian profile (like static mapping of distribution of
transition frequencies)
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• in general there is another contribution to dephasing which is due to the life time of the
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• effect can be described in terms of Bloch model with a phenomenological time constant
T1 (actually state-specific)
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• oscillator model 

‣ Caldeira-Leggett type description 

‣ shifted oscillator model! 

‣ gap fluctuation 

‣ lineshape function
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• common assumption concerns the neglect of the coordinate dependence (Condon ap-
proximation)

• in principle the linear absorption spectrum for this model can be calculated from the
wave function overlap (Franck-Condon factors)

• here, we will follow the more general strategy employing gap correlation functions
• linear absorption of shifted oscillator model

– gap coordinate
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– gap correlation function can be obtained in analytical form (see Exercises)
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‣ absorption spectrum 

‣ at T=0K
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• common assumption concerns the neglect of the coordinate dependence (Condon ap-
proximation)

• in principle the linear absorption spectrum for this model can be calculated from the
wave function overlap (Franck-Condon factors)

• here, we will follow the more general strategy employing gap correlation functions
• linear absorption of shifted oscillator model
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FIGURE 34. Franck-Condon progression at zero temperature for Sj = 1 and
Sj = 5.

⇤ spectrum follows Poisson distribution (mean value at Sj)
⇤ maximum corresponds to vertical transition (Franck-Condon progression)

!max = !0
eg +

X

j

Sj!j = !0
eg +�S/2

⇤ �S: Stokes shift
– distribution of coupling over vibrational modes usually characterized by spectral

density

J(!) = ⇡
X

j

Sj!
2
j �(! � !j)

– relation to correlation function given by

C(!) = 2[1 + nBE(!)][J(!) � J(�!)]

• coupling to continuous distribution of oscillators
– condensed phase systems will actually feature continuous distributions of modes
– usually describe by model spectral densities (see Exercise) such as Debye-Drude

form
J(!) = ⇥(!)�S!

�

!2
+ �2

– ⇥(!) is the step-function, �S is the strength of the coupling (Stokes shift), and �

is the inverse correlation time
– in high-temperature limit, ~!/kBT ⌧ 1, the following expression is obtained for

the correlation function (see Exercise)

C(t) =
�S�

2



2kBT

~� � i

�

e��t

– complex-valued lineshape function

‣ Franck-Condon factors



‣ continuous distribution of oscillators (e.g. Debye)
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!2J(!) = ⇥(!)�S!
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!2 + �2 C(t) =
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2�


2kBT

~� � i

� ⇥
e��t + �t� 1

⇤
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FIGURE 35. Linear absorption spectrum of Debye-Drude oscillator. Parame-
ters: � = 1, left panel kBT = 2, �S = 0.25; right panel: kBT = 2, �S = 0.01.

⇤ maximum at electronic energy gap
– model reproduces motional narrowing: decrease of line width upon increasing the

temperature due to transition from inhomogeneous to homogeneous broadening

• Multimode Brownian Oscillator (MBO) model
– so far all nuclear DOFs are described on same footing
– often a separation of the total system into a relevant system {qj} and a bath {x⇠} is

appropriate, e.g. intramolecular and solvent modes
– in the sense of a Taylor expansion the lowest order coupling would be bilinear

/ qjx⇠
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– spectral density (see, e.g. Mukamel book)

J(!) = 2

X

j

Sj!
3
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!�j
(!2

j � !2
)

2
+ !2�2

j

– secondary bath spectral density (friction)

�j(!) =
⇡

2

X

⇠

c2⇠j�(! � !⇠) ⇡ �j

• time-domain correlation function can be obtained analytically, here given in high-temperature
limit
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3
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e�⌦
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j tG
(+)
j � e�⌦

(�)
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�j
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± i⇥j ⇥j =

q

!2
j � �2

j /4

Tnuc = 1/� Tfluc = ~/
p
kBT�S
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‣ Kubo model

• multi-mode Brownian oscillator (MBO) model 

‣ coupling of discrete oscillators to secondary bath 

‣ MBO spectral density
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FIGURE 36. Linear absorption spectrum of underdamped oscillator. Parameter:
!j = kBT = Sj . Left panel: �j = 0.02, right panel �j = 0.2.

G
(±)
j = 1 + i

2kBT

~⌦(±)
j

• this corresponds to the case of a damped oscillator, incorporating the limits of no damp-
ing and overdamping

– coherent limit (discrete oscillators): �j ! 0

– underdamped oscillator: �j < !j (⇥j is real); relevant for high-frequency vibra-
tions,

– overdamped limit: �j � !j i.e. ⇥j imaginary; one recovers the Debye-Drude
behaviour



• classical bath 

‣ quantize fast mode via eigenvalue problem for fixed bath 

‣ Hellmann-Feynman force 

‣ time-dependent potential contribution
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– coherence density matrix

⇢eg(t) = cec
⇤
ge

�i!egt�t/T ⇤
2 et/2T1

– total dephasing time
1

T2
=

1

T ⇤
2

+

1

2T1

– in terms fo line shape function this can be empirically accounted for by adding a
respective term, i.e.

(50) g(t) ! g(t) +
1

2T1

– notice that the microscopic process behind is actually a non-adiabatic transition
• Molecular Dynamics simulation

– goal: perform atomistic simulations of line shapes
– recall above model, which corresponds to the case where high frequency (e.g. O-H

stretch) vibration (coordinate s) interacts with bath of other DOFs q
– situation can be described by Hamiltonian

H(s, q) = H(s) +H(q) + V (s, q)

– assume an adiabatic separation between fast and slow nuclear coordinates (2nd
Born-Oppenheimer approximation)

– corresponding Schrödinger equation for fixed q

(H(s) + V (s, q))|�A(s, q)i = EA(q)|�A(s, q)i A = 0, 1, 2 . . .

– next assume that the q DOFs are treated classically, i.e. only the instantaneous
positions q(t) enter the above equation

– suppose that Schrödinger equation can be solved numerically for each of the q(t)

– focus on ground state |�0(s, q(t))i with energy E0(q(t))

– forces on the classical DOFs due to the quantum DOFs from ground state expecta-
tion value of V (s, q) (mean-field or Ehrenfest approach)

F⇠ = � @

@q⇠

Z

ds�⇤
0(s, q(t))V (s, q(t))�0(s, q(t))

=

Z

ds�⇤
0(s, q(t))

@V (s, q(t))

@q⇠
�0(s, q(t))

– Hellmann-Feynman force
– simulation protocol would imply a trajectory run keeping the high frequency mode

in the ground state, but calculating also its transition frequencies
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– often a much simpler treatment is applied where the interaction potential is ex-
panded into a Taylor series around some fixed point s0, i.e.

V (s, q) ⇡ @V

@s
|s

0

(s � s0) + . . . = �Fs(s � s0)

– extra potential is added to H(s) and instantaneous eigenvalues are calculated what
gives �!10(t)

– note that for harmonic potential this linear term would not give any contribution

222 Simple simulation strategies

Coulomb force.1 Thus, it is the electrostatic interaction of the hydrogen with the
environment which causes the frequency shift δω(t).

This simple approach has been verified against more computationally expensive
methods which are nonperturbative [48, 55, 138]. Similar results are obtained. An
alternative and very successful method of mapping MD simulations into frequency
trajectories is to use a correlation based on ab initio cluster calculations [32, 89]. In
these methods, electrostatic fields or potentials are used instead of forces, but the
idea is quite similar. These or other approaches are also being applied to the solvent
interactions of the C=O frequency of amide I vibrations [90, 101, 118, 154, 162].

10.1.3 Frequency fluctuation correlation function

Using the Mathematica program 2DwaterCumulant.nb from the book web-
page (http://www.2d-ir-spectroscopy.com), one can evaluate the outcome of the
MD simulation. Figure 10.3(a) shows a short piece of the frequency trajectory,
Fig. 10.3(b) the distribution of frequencies, and Fig. 10.3(c) the resulting frequency
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Figure 10.3 (a) A short piece of the frequency trajectory deduced from an MD
simulation of water, with (b) its frequency distribution and (c) the resulting fre-
quency fluctuation correlation function.

1 We use the SPC water model; a very nice summary of water models is found in http://www1.lsbu.ac.uk/water/
models.html.

FIGURE 19. (a) Time-dependent OH frequency for the system HOD in H2O, (b)
Frequency distribution, (c) Correlation function; from P. Hamm and M. Zanni
(2011).

– example HOD in H2O given in Fig. 19; notice that distribution is slightly asym-
metric such that treatment beyond second order cumulant expansion necessary

F⇠ = �
Z

ds�⇤
0(s, q(t))

@V (s, q(t))

@q⇠
�0(s, q(t))
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‣ pump triggers dynamics 

‣ probe observes transient spectral changes after delay T 

‣ phase matching direction: 

‣ probe acts like local oscillator (self-heterodyning) 

‣ time-integrated           &     frequency-dispersed signal
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next comes the second order cumulant approximation which gives

F (⌧1, ⌧2, ⌧3, ⌧4) = exp[�i!eg(⌧1 � ⌧2 + ⌧3 � ⌧4))]

⇥ exp

⇥

� g(⌧1 � ⌧2) + g(⌧1 � ⌧3) � g(⌧2 � ⌧3)

� g(⌧1 � ⌧4) + g(⌧2 � ⌧4) � g(⌧3 � ⌧4)
⇤

(52)

correlation functions follow by using special time arguments (notice that one argument can
always be set to zero due to time translational invariance)

R1(t3, t2, t1) = F (t1, t1 + t2, t1 + t2 + t3, 0)

R2(t3, t2, t1) = F (0, t1 + t2, t1 + t2 + t3, t1)

R3(t3, t2, t1) = F (0, t1, t1 + t2 + t3, t1 + t2)

R4(t3, t2, t1) = F (t1 + t2 + t3, , t1 + t2, t1, 0)

3.3.2. IR Pump-Probe Spectroscopy.

• perhaps most common technique where system is initially excited by pump-pulse and
the dynamics which is triggered is monitored by a probe pulse

E(t) = E1(t)e
�i!

1

t+ik
1

r
+ E2(t � T )e�i!

2

t+ik
2

r
+ c.c.

• pump pulse more intense than probe pulse such that up to third order system interacts
twice with the pump pulse

• phase-matched direction is ks = k2 and signal frequency is !s = !2

• since signal travels in probe pulse direction there is a self-heterodyning effect
• according to previous analysis the intensity of the signal field is

IHET(t) = 2"0cnsRe[E
⇤
2(t)Es(t)]

• consider that Es / i!sPs(t), i.e. neglecting prefactors we have

IHET(t) / 2!2Im[E2(t)P
⇤
s (t)]

• in the experiment the change of absorption with and without pump pulse is monitored,
possibly normalized by the incoming intensity

• time integrated detection

SPP(!2) = 2!2

Z 1

�1
dtIm[E2(t)P

⇤
s (t)]

• spectrally resolved detection (dispersed signal)

ks = k2 (!s = !2)

IHET(t) = 2"0cnsRe[E
⇤
2 (t)Es(t)] / 2!2Im[E2(t)P

⇤
s (t)]
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– use Fourier decomposition

E2(t) =
1

2⇡

Z

d!e�i!tE2(!) Ps(t) =
1

2⇡

Z

d!e�i!tPs(!)

– transformation of signal

SPP(!2) = 2!2

Z 1

�1

d!

2⇡
Im[E2(!)P

⇤
s (!)]

– dispersed signal given by

Sdisp(!) = 2!2Im[E2(!)P
⇤
s (!)]

• signal reads in terms of correlation functions (taking only the part in phase matched
direction k2 and noticing that Ps = P ⇥ exp(i!st � iksr) is the envelope)

SPP(!2) = �2!2

Z 1

�1
dtRe[iE⇤

2(t)Ps(t)]

= �2!2nmol"0
~3 Re

Z 1

�1
dt

Z 1

0

dt3dt2dt1e
i!

2

t�ik
2

rE⇤
2(t)
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• to simplify matters one often discusses the so-called (semi-)impulsive limit, where the
pulses are much shorter than any material time scale but longer than the optical period,
i.e. we can set

Ei(t) ! �(t)

• in this limit response functions are measured directly; note that the carrier wave vector
is kept to keep track of the diagrams and phase matching

• discuss basic features for a three level system in terms of Feynman diagrams assuming
that pump and probe pulse are well separated, further level spacing should exceed pulse
bandwidth

– SE: stimulated emission
– GSB: ground state bleaching
– ESA: excited state absorption (contribution of diagram has different sign)
– each contribution occurs twice since time ordering in the pump pulse cannot be

fixed
– discuss contributions of response function in impulsive limit
– further no dynamics should happen during the t2 period (no population decay) and

we use homogeneous dephasing limit (� = 1/T ⇤
2 )

R1 = |µ10|4I10(t1)I11(t2)I10(t3) ⇡ |µ10|4I10(t3) = |µ10|4e�i!
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next comes the second order cumulant approximation which gives

F (⌧1, ⌧2, ⌧3, ⌧4) = exp[�i!eg(⌧1 � ⌧2 + ⌧3 � ⌧4))]

⇥ exp

⇥

� g(⌧1 � ⌧2) + g(⌧1 � ⌧3) � g(⌧2 � ⌧3)

� g(⌧1 � ⌧4) + g(⌧2 � ⌧4) � g(⌧3 � ⌧4)
⇤

(52)

correlation functions follow by using special time arguments (notice that one argument can
always be set to zero due to time translational invariance)

R1(t3, t2, t1) = F (t1, t1 + t2, t1 + t2 + t3, 0)

R2(t3, t2, t1) = F (0, t1 + t2, t1 + t2 + t3, t1)

R3(t3, t2, t1) = F (0, t1, t1 + t2 + t3, t1 + t2)

R4(t3, t2, t1) = F (t1 + t2 + t3, , t1 + t2, t1, 0)

3.3.2. IR Pump-Probe Spectroscopy.

• perhaps most common technique where system is initially excited by pump-pulse and
the dynamics which is triggered is monitored by a probe pulse

E(t) = E1(t)e
�i!

1

t+ik
1

r
+ E2(t � T )e�i!

2

t+ik
2

r
+ c.c.

• pump pulse more intense than probe pulse such that up to third order system interacts
twice with the pump pulse

• phase-matched direction is ks = k2 and signal frequency is !s = !2

• since signal travels in probe pulse direction there is a self-heterodyning effect
• according to previous analysis the intensity of the signal field is

IHET(t) = 2"0cnsRe[E
⇤
2(t)Es(t)]

• consider that Es / i!sPs(t), i.e. neglecting prefactors we have

IHET(t) / 2!2Im[E2(t)P
⇤
s (t)]

• in the experiment the change of absorption with and without pump pulse is monitored,
possibly normalized by the incoming intensity

• time integrated detection

SPP(!2) = 2!2

Z 1

�1
dtIm[E2(t)P

⇤
s (t)]

• spectrally resolved detection (dispersed signal)S
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• pump-probe signal 

‣ semi-impulsive limit (pulses shorter than molecular motion, but 
longer than optical period) 

‣ note that one needs to keep the wave vector dependence to find 
proper phase matched contributions via

42

SPECTROSCOPY AND NONLINEAR OPTICS LECTURE NOTES 45

– use Fourier decomposition
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– transformation of signal
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Im[E2(!)P

⇤
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– dispersed signal given by

Sdisp(!) = 2!2Im[E2(!)P
⇤
s (!)]

• signal reads in terms of correlation functions (taking only the part in phase matched
direction k2 and noticing that Ps = P ⇥ exp(i!st � iksr) is the envelope)
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• to simplify matters one often discusses the so-called (semi-)impulsive limit, where the
pulses are much shorter than any material time scale but longer than the optical period,
i.e. we can set

Ei(t) ! �(t)

• in this limit response functions are measured directly; note that the carrier wave vector
is kept to keep track of the diagrams and phase matching

• discuss basic features for a three level system in terms of Feynman diagrams assuming
that pump and probe pulse are well separated, further level spacing should exceed pulse
bandwidth

– SE: stimulated emission
– GSB: ground state bleaching
– ESA: excited state absorption (contribution of diagram has different sign)
– each contribution occurs twice since time ordering in the pump pulse cannot be

fixed
– discuss contributions of response function in impulsive limit
– further no dynamics should happen during the t2 period (no population decay) and

we use homogeneous dephasing limit (� = 1/T ⇤
2 )

R1 = |µ10|4I10(t1)I11(t2)I10(t3) ⇡ |µ10|4I10(t3) = |µ10|4e�i!
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• to simplify matters one often discusses the so-called (semi-)impulsive limit, where the
pulses are much shorter than any material time scale but longer than the optical period,
i.e. we can set

Ei(t) ! �(t)

• in this limit response functions are measured directly; note that the carrier wave vector
is kept to keep track of the diagrams and phase matching

• discuss basic features for a three level system in terms of Feynman diagrams assuming
that pump and probe pulse are well separated, further level spacing should exceed pulse
bandwidth

– SE: stimulated emission
– GSB: ground state bleaching
– ESA: excited state absorption (contribution of diagram has different sign)
– each contribution occurs twice since time ordering in the pump pulse cannot be

fixed
– discuss contributions of response function in impulsive limit
– further no dynamics should happen during the t2 period (no population decay) and

we use homogeneous dephasing limit (� = 1/T ⇤
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• to simplify matters one often discusses the so-called (semi-)impulsive limit, where the
pulses are much shorter than any material time scale but longer than the optical period,
i.e. we can set

Ei(t) ! �(t)

• in this limit response functions are measured directly; note that the carrier wave vector
is kept to keep track of the diagrams and phase matching

• discuss basic features for a three level system in terms of Feynman diagrams assuming
that pump and probe pulse are well separated, further level spacing should exceed pulse
bandwidth

– SE: stimulated emission
– GSB: ground state bleaching
– ESA: excited state absorption (contribution of diagram has different sign)
– each contribution occurs twice since time ordering in the pump pulse cannot be

fixed
– discuss contributions of response function in impulsive limit
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• pump-probe signal for three level system (pure dephasing only)
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FIGURE 20. Feynman diagrams for pump-probe spectroscopy of three level system.
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– in this limit the first four contributions are all equal but different from the last two
• the frequency dispersed spectrum can be found as
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• adding population relaxation would lead to a decay of the signal
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FIGURE 20. Feynman diagrams for pump-probe spectroscopy of three level system.
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– dispersed signal given by
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• signal reads in terms of correlation functions (taking only the part in phase matched
direction k2 and noticing that Ps = P ⇥ exp(i!st � iksr) is the envelope)
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• to simplify matters one often discusses the so-called (semi-)impulsive limit, where the
pulses are much shorter than any material time scale but longer than the optical period,
i.e. we can set

Ei(t) ! �(t)

• in this limit response functions are measured directly; note that the carrier wave vector
is kept to keep track of the diagrams and phase matching

• discuss basic features for a three level system in terms of Feynman diagrams assuming
that pump and probe pulse are well separated, further level spacing should exceed pulse
bandwidth

– SE: stimulated emission
– GSB: ground state bleaching
– ESA: excited state absorption (contribution of diagram has different sign)
– each contribution occurs twice since time ordering in the pump pulse cannot be

fixed
– discuss contributions of response function in impulsive limit
– further no dynamics should happen during the t2 period (no population decay) and

we use homogeneous dephasing limit (� = 1/T ⇤
2 )
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FIGURE 20. Feynman diagrams for pump-probe spectroscopy of three level system.
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• the frequency dispersed spectrum can be found as
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R1=R2=R3=R4         R5=R6

‣ contributions to the signal
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FIGURE 20. Feynman diagrams for pump-probe spectroscopy of three level system.
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FIGURE 20. Feynman diagrams for pump-probe spectroscopy of three level system.
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FIGURE 21. Left: PP spectra of azide ion (N�
3 ) in water as function of delay

time. Right: Kinetics at two different frequencies; from Lindner and Vöhringer,
2011.

• in principle the population must not go back to the ground state directly (VER: vibra-
tional energy relaxation)

FIGURE 22. Left: Absorption spectrum of PMME-H/D and pulse spectra.
Right: PP traces for different conditions as well as FT of oscillatory component;
from Nibbering et al. 2007.

• consider situation where second excited state is close to first one such that both can be
excited simultaneously

• focus on impulsive limit
• inspecting the diagrams we notice that there is not much news concerning GSB and SE
• most interesting part are so-called quantum beat diagrams
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• quantum beat spectroscopy 

‣ three levels, but two can be coherently excited by the 
pump 

‣ new type of R1 diagram 

‣ oscillating signal as function of delay time

45

pump
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FIGURE 23. Feynman diagrams for pump-probe spectroscopy of three level sys-
tem where the upper two levels can be excited simultaneously.

• depending on the pulse delay there is a contribution oscillating with frequency !101, i.e.
the signal becomes a function of the delay time

SPP(!2;T ) = 2!2

Z 1

�1
dtIm[E2(t)P

⇤
s (t;T )]
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FIGURE 21. Left: PP spectra of azide ion (N�
3 ) in water as function of delay

time. Right: Kinetics at two different frequencies; from Lindner and Vöhringer,
2011.

• in principle the population must not go back to the ground state directly (VER: vibra-
tional energy relaxation)

FIGURE 22. Left: Absorption spectrum of PMME-H/D and pulse spectra.
Right: PP traces for different conditions as well as FT of oscillatory component;
from Nibbering et al. 2007.

• consider situation where second excited state is close to first one such that both can be
excited simultaneously

• focus on impulsive limit
• inspecting the diagrams we notice that there is not much news concerning GSB and SE
• most interesting part are so-called quantum beat diagrams
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• Example: Wave packet dynamics of dye (S19) 
in chloroform 

‣ electronic excitation with 9 fs pump pulse 

‣ more info than in absorption spectrum
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Two-Dimensional Spectroscopy
• goal: extract full information from R(3)(t3,t2,t1) 

• inspired by multi-dimensional NMR spectroscopy 

‣ „clocking“ of signal by LO field 

‣ semi-impulsive limit 

‣ signal via double Fourier trafo
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– the local oscillator field will be tuned into the phase-matching direction; for 2D IR
two directions, rephasing and nonrephasing, are usually discussed

kR = �k1 + k2 + k3 kNR = +k1 � k2 + k3

– going back to the Feynman diagrams for the three level system we notice the fol-
lowing correspondence (notice that numbering of contributions to response func-
tions is a bit arbitrary so one should watch out for phase-matching assignment)

kR ! R2, R3, R5 kNR ! R1, R4, R6

– spectrum upon double Fourier transform
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• rephasing vs. non-rephasing
– focus on two exemplary diagrams

R1 = |µ10|4I10(t1)I11(t2 = T )I10(t3) = |µ10|4e�i!
10

t
1

��
10

t
1e�i!

10

t
3

��
10

t
3

R2 = |µ10|4I01(t1)I11(t2 = T )I10(t3) = |µ10|4ei!10

t
1

��
10

t
1e�i!

10

t
3

��
10

t
3

– rephasing and non-rephasing distinguishes the phase of the oscillation in the t1 and
t3 periods

– Fourier transform yields
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– rephasing and non-rephasing diagrams gives rise to peaks in different quadrants
(-+) and (++), respectively

– since each diagram comes with its complex conjugate there are corresponding
peaks in (+-) and (–)

• disentangling the broadening mechanism
– originally considered as a means for distinguishing homogeneous and inhomoge-

neous broadening
– can be seen by looking at a model containing both types of broadening g(t) =
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• phase matching 

‣ rephasing direction 

‣ non-rephasing direction
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– the local oscillator field will be tuned into the phase-matching direction; for 2D IR
two directions, rephasing and nonrephasing, are usually discussed

kR = �k1 + k2 + k3 kNR = +k1 � k2 + k3

– going back to the Feynman diagrams for the three level system we notice the fol-
lowing correspondence (notice that numbering of contributions to response func-
tions is a bit arbitrary so one should watch out for phase-matching assignment)

kR ! R2, R3, R5 kNR ! R1, R4, R6

– spectrum upon double Fourier transform
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– rephasing and non-rephasing diagrams gives rise to peaks in different quadrants
(-+) and (++), respectively

– since each diagram comes with its complex conjugate there are corresponding
peaks in (+-) and (–)
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– the local oscillator field will be tuned into the phase-matching direction; for 2D IR
two directions, rephasing and nonrephasing, are usually discussed
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– going back to the Feynman diagrams for the three level system we notice the fol-
lowing correspondence (notice that numbering of contributions to response func-
tions is a bit arbitrary so one should watch out for phase-matching assignment)
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– the local oscillator field will be tuned into the phase-matching direction; for 2D IR
two directions, rephasing and nonrephasing, are usually discussed

kR = �k1 + k2 + k3 kNR = +k1 � k2 + k3

– going back to the Feynman diagrams for the three level system we notice the fol-
lowing correspondence (notice that numbering of contributions to response func-
tions is a bit arbitrary so one should watch out for phase-matching assignment)

kR ! R2, R3, R5 kNR ! R1, R4, R6
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– the local oscillator field will be tuned into the phase-matching direction; for 2D IR
two directions, rephasing and nonrephasing, are usually discussed

kR = �k1 + k2 + k3 kNR = +k1 � k2 + k3

– going back to the Feynman diagrams for the three level system we notice the fol-
lowing correspondence (notice that numbering of contributions to response func-
tions is a bit arbitrary so one should watch out for phase-matching assignment)
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– rephasing and non-rephasing distinguishes the phase of the oscillation in the t1 and
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– rephasing and non-rephasing diagrams gives rise to peaks in different quadrants
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– since each diagram comes with its complex conjugate there are corresponding
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• rephasing vs. non-rephasing 

‣ example: two-level system with pure dephasing 

‣ phase of oscillation during t1 different 

‣ signals in different parts of Fourier plane
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– the local oscillator field will be tuned into the phase-matching direction; for 2D IR
two directions, rephasing and nonrephasing, are usually discussed

kR = �k1 + k2 + k3 kNR = +k1 � k2 + k3

– going back to the Feynman diagrams for the three level system we notice the fol-
lowing correspondence (notice that numbering of contributions to response func-
tions is a bit arbitrary so one should watch out for phase-matching assignment)
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(-+) and (++), respectively

– since each diagram comes with its complex conjugate there are corresponding
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Figure 4.6 Schematic of the quadrants resulting from a 2D Fourier transform.

the (ω1,ω3) = (+,+) quadrant whereas rephasing spectra appear in the (−, +)

quadrant. These quadrants are graphically shown in Fig. 4.6.
In an actual experiment, the measured data will be real valued. That is, rather

than Eqs. 4.17 and 4.18, we will measure the equivalent of Eq. 4.27:

ℜ(i R1(t1, t2, t3)) ∝ µ4
01 cos(+ω01t1 − ω01t3)e−t1/T2−t3/T2

ℜ(i R4(t1, t2, t3)) ∝ µ4
01 cos(−ω01t1 − ω01t3)e−t1/T2−t3/T2 . (4.33)

However, we can write the oscillatory part as:

cos(±ω01t1 − ω01t3) ∝ e±iω01t1−iω01t3 + e∓iω01t1+iω01t3 (4.34)

the first term of which is exactly that of Eqs. 4.17 and 4.18, while the second
has the signs of the coherences inverted during both time periods t1 and t3. As a
result, a real-valued rephasing diagram will produce two peaks (see Appendix A)
in the (ω1,ω3) = (−, +) and (+, −) quadrants of the 2D IR spectrum, while a
non-rephasing diagram produces two peaks in the (−, −) and (+, +) quadrants. If
we restrict ourselves only to the ω3 ≥ 0 half, then this is effectively the same as
measuring a complex-valued response function. This trick often comes in handy,
such as for phase cycling (Section 9.3.2).

We now turn to the discussion of the phase twist of the two types of peaks in
Eq. 4.32. Just like in 1D spectroscopy (Eq. 4.8), these spectra are complex val-
ued. Each dimension (ω1 and ω3) contains an absorptive (real) and a dispersive
(imaginary) contribution (in analogy to Fig. 4.2b). Unfortunately, we cannot single
out a purely absorptive 2D spectrum by just taking the real or imaginary part of
Eq. 4.32 like we can in linear spectroscopy. For example, if we take the real part
of R4:

ℜ [(A(ω1) + i D(ω1))(A(ω3) + i D(ω3))] = A(ω1)A(ω3) − D(ω1)D(ω3)

(4.35)

FIGURE 25. Schematic view of quadrants resulting from 2D Fourier trafo of
signal, from Hamm and Zanni, 2011.

It is clear that this model does not address the dynamics of
population relaxation and spectral diffusion, which are observed
during τ2. Observation of these dynamics can be measured with
3D experiments that observe the 2D spectrum as a function of
τ2, the population period in echo experiments and the mixing
period in NMR experiments. Traditional observation of time
domain third-order nonlinear signals makes an integrated
measurement of the third-order polarization radiated from the
sample

To construct the 2D experiments here using the two coherence
periods τ1 and τ3, it is necessary to observe the electric field
during the final period. Both gated photon echoes7,8,31 and
heterodyne-detected photon echoes9,10 are designed for this
purpose. It should be noted that spectral interferometry32-34 is
effectively equivalent to the heterodyne-detected method since
both of these methods are capable of measuring the complex
3D polarization from third-order nonlinear measurements. For
the 2D line shapes discussed here, only observation of the time
envelope of the radiated polarization, |P(3)(τ1,τ3)|, during the
time τ3 as a function of τ1 is required. This makes the gated
photon echo, which measures a signal proportional to
|P(3)(τ1,τ3)|2 the most direct route to these line shapes.
Figure 3 shows the time domain envelopes of the 2D response

for the PE and TG experiments from ensembles of varying
inhomogeneous widths. As the inhomogeneous distribution
becomes large compared to the homogeneous dephasing time,
the PE experiment (Figure 3a-c) changes from a symmetric to
a diagonally elongated signal. In the strongly inhomogeneous
limit, an echo ridge arising from the rephasing term in eq 12 is
observed. The decay along the diagonal is given by Γeg, while
the decay along the time axes (τ1 ) 0 or τ3 ) 0) is a product
of the exponential and Gaussian decays from the homogeneous
and inhomogeneous dephasing mechanisms.
For the TG experiment, the signal is temporally uniform; it

decays monotonically downward at the same rate in any
direction in the two time variables. The rate of this falloff is
governed by the fastest dephasing mechanism, whether homo-
geneous or inhomogeneous. Contours in the 2D plane are always
of slope -1. As suggested by the diagonal and antidiagonal
frequency variables (eqs 1 and 2), we can also define diagonal
and antidiagonal axes in the time domain

Rewriting the response functions for the PE and TG experiments

it becomes clear that the transient grating can be written in terms

of one independent time variable, τ+, and is thus functionally a
one-dimensional experiment.
With the observation of the amplitude of the third-order

polarization as a function of the two time variables τ1 and τ3,
as in the gated echo, we can define a 2D spectrum for these
experiments through a two-dimensional Fourier transform

The sign of the ω1 frequency argument in the complex
exponential is determined by the sign of these terms in the
frequency and wave-vector-matching condition for the experi-
ment, i.e., -ω1 for the PE and +ω1 for the TG. The spectrum
is defined in this manner to show direct correspondence between
time and frequency domain experiments. The choice of sign is
otherwise arbitrary, since it only leads to rotation of the spectrum
by 90°. It should be noted that the Fourier transform relationship
in eq 19 can in principle be redefined in terms of the transform
pair ω+τ+ and ω-τ-, but the change of integration limits is
nontrivial.
The 2D line shapes obtained from the time domain response

in Figure 3 are shown in Figure 4. These are absolute value
spectra obtained from eq 19. As with the time domain response,
the 2D line shape is very revealing in the PE experiment, yet
hardly changes in profile for the TG experiment. In the
homogeneous limit (Figure 4a), the 2D line shape from the PE
is symmetric with the characteristic shape of a 2D Lorentzian.26
As the inhomogeneous width increases, the 2D line shape
broadens along the diagonal axis, while the antidiagonal is
unchanged. For large inhomogeneous broadening (Figure 4c),
the 2D line shape is strongly elongated, with the diagonal profile
given by the inhomogeneous width and the antidiagonal axis
still preserving the homogeneous line shape. In the Bloch model,
the 2D line shape from the PE experiment is similar to that
from the hole-burning experiment. Clearly in an inhomogeneous
system, the ellipticity of the 2D line shape can be related to the
degree of inhomogeneous broadening. This has been shown

RPE
(3)(τ1,τ3) ) exp(-Γeg(τ1 + τ3)) exp(-(τ3 - τ1)

2σ2/2) ×
exp(-iω0(τ3 - τ1)) (12)

RTG
(3) (τ1,τ3) ) exp(-Γeg(τ1 + τ3)) exp(-(τ3 + τ1)

2σ2/2) ×
exp(-iω0(τ1 + τ3)) (13)

S(3)(τ1,τ2) ∝∫0∞|P(3)|2 dτ3 (14)

τ- ) τ3 - τ1 (15)

τ+ ) τ1 + τ3 (16)

RPE
(3)(τ+,τ-) ) exp(-Γegτ+) exp(-τ-

2σ2/2) exp(-iω0τ-)
(17)

RTG
(3) (τ+) ) exp(-Γegτ+) exp(-τ+

2σ2/2) exp(-iω0τ+) (18)

Figure 3. Two-dimensional contours of the time domain response,
|P(3)(τ1,τ3)|, for the PE (a-c) and TG (d-f) experiments from the
homogeneous to the inhomogeneous limit: (a, d) σ/Γeq ) 0.2; (b, e)
σ/Γeq ) 2; (c, f) σ/Γeq ) 20. Contours are shown in intervals of 14%
of the maximum amplitude.

S(ω1,ω3) )∫-∞

∞ dτ1∫-∞

∞ dτ3 |P(3)(τ1,τ3)| exp((iω1τ1 + iω3τ3)
(19)
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quantitatively elsewhere for the PE experiment.27 Since the
Bloch model for the photon echo experiment is effectively the
same as that used for spin-echo experiments, the 2D line shapes
derived here are similar to those described in the analysis of
2D NMR line shapes.26
Slices through the 2D spectra obtained from the PE experi-

ment are shown in Figure 5. In general, the diagonal slice
contains the information of the traditional 1D absorption
experiment, a convolution of the homogeneous and inhomoge-
neous dephasing dynamics. (More precisely, the diagonal slice
from the real part of the 2D line shape is the absorption

spectrum.) In the homogeneous limit, the diagonal is given by
the imaginary part of the Lorentzian line shape

In the inhomogeneous limit, it is a Gaussian with the profile of
the inhomogeneous distribution. The antidiagonal slice gives
information on the homogeneous line shape. In the homogeneous
limit (Γ . σ), the antidiagonal slice is identical to the diagonal
slice (eq 20). In the inhomogeneous limit (σ . Γ), the
antidiagonal slice is the modulus-squared Lorentzian

The projection of the 2D spectrum onto the antidiagonal for
any values of σ and Γ is always given by eq 20 above. This is
a consequence of the projection theorem that states that the
Fourier transform of a time slice in the 2D planesin our case
the time diagonalsgives the projection onto that axis in the
frequency domainsin our case the antidiagonal due to the
definition used in eq 19.26
Within the simple model used above, the analysis of 2D

experiments based on the absolute value of the electric field is
essentially equivalent in the time or frequency domain. The
choice of representation is arbitrary. The choice of time or
frequency domain representation is less arbitrary in systems of
increasing complexity. In systems that are composed of multiple
distinct or superimposed components, the time domain response
does not have the same intuitive interpretation that the 2D line
shape has. As an illustration, consider an inhomogeneously
broadened system in which the dephasing dynamics for the
members of the ensemble is frequency dependent. This scenario
could be observed for any frequency-dependent relaxation
mechanism, such as relaxation through bath-mediated anhar-
monic coupling mechanisms. In this case, the homogeneous line
shape is broader on one side than the other. If the homogeneous
dephasing rate is linearly proportional to frequency

then the PE response of the ensemble integrated over a Gaussian
distribution function is given by

The 2D line shape observed for this system is shown in Figure
6a for σ/Γ ) 20 and R ) Γ/10. The line shape is pear shaped

Figure 4. Two-dimensional absolute value line shapes, |S(ω1,ω3)|,
obtained from the calculations in Figure 3 using eq 19. The labels a-f
correspond to those in Figure 3. Contours are shown in 17% of the
maximum intervals.

Figure 5. Diagonal (dashed line) and antidiagonal (solid line) slices
through the 2D line shapes obtained from the PE experiment in Figures
3 and 4. The labels a-c correspond to Figures 3 and 4. The light dotted
line illustrates the Gaussian inhomogeneous distribution in each case.

Figure 6. (a) 2D line shape, |S(ω1,ω3)|, obtained from a PE experiment
for an inhomogeneous ensemble in which the homogeneous dephasing
rate, Γeg, is frequency dependent (σ/Γ ) 20; R ) Γ/10). (b) Diagonal
(dashed line) and antidiagonal (solid line) slices through the 2D
spectrum in (a). The antidiagonal slices (ω+ ) ω3 + ω1 - 2ωeg) on
either side of the distribution center, ω0, are representative of the
homogeneous line width at that frequency. For comparison, a Lorentzian
line shape with width Γeg(ωeg) is shown.

S-(ω-) ∝ Γ/((ω- - ωeg)
2 + Γ2) (20)

S+(ω+) ∝ 1/(ω+
2 + Γ2)1/2 (21)

Γeg ) Γ0 - R(ωeg - ω0) (22)

RPE
(3)(τ1,τ3) ) exp(-Γ0(τ1 + τ3)) exp((-σ2/2)(R2(τ1 + τ3)

2 +
(τ3 - τ1)

2 - 2iR(τ3
2 - τ1

2))) exp(-iω0(τ3 - τ1)) (23)
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FIGURE 26. Left |R(3)
(⌧3, 0, ⌧1)| for rephasing (a-c) and non-rephasing (d-e)

Kubo model (�/� =0.2 (a,d), 2 (b,e), 20 (c,f)). Right: Absolute value of 2D
Fourier trafo of left column data; from Tokmakoff 2000.

– rephasing contributions

R2(t3, 0, t2) = |µ10|4e�i!
10

(t
3

�t
1

)��
10

(t
1

+t
3

)�(t
3

�t
1

)2�/2

S
ou

rc
e:

 H
am

m
&

Za
nn

i

Example 1. Line-Broadening
‣ homogeneous vs. inhomogeneous broadening 

‣ Kubo model g(t) = �t+
�2

2
t2

SPECTROSCOPY AND NONLINEAR OPTICS LECTURE NOTES 514.3 Time domain 2D IR spectroscopy 73

Figure 4.6 Schematic of the quadrants resulting from a 2D Fourier transform.

the (ω1,ω3) = (+,+) quadrant whereas rephasing spectra appear in the (−, +)

quadrant. These quadrants are graphically shown in Fig. 4.6.
In an actual experiment, the measured data will be real valued. That is, rather

than Eqs. 4.17 and 4.18, we will measure the equivalent of Eq. 4.27:

ℜ(i R1(t1, t2, t3)) ∝ µ4
01 cos(+ω01t1 − ω01t3)e−t1/T2−t3/T2

ℜ(i R4(t1, t2, t3)) ∝ µ4
01 cos(−ω01t1 − ω01t3)e−t1/T2−t3/T2 . (4.33)

However, we can write the oscillatory part as:

cos(±ω01t1 − ω01t3) ∝ e±iω01t1−iω01t3 + e∓iω01t1+iω01t3 (4.34)

the first term of which is exactly that of Eqs. 4.17 and 4.18, while the second
has the signs of the coherences inverted during both time periods t1 and t3. As a
result, a real-valued rephasing diagram will produce two peaks (see Appendix A)
in the (ω1,ω3) = (−, +) and (+, −) quadrants of the 2D IR spectrum, while a
non-rephasing diagram produces two peaks in the (−, −) and (+, +) quadrants. If
we restrict ourselves only to the ω3 ≥ 0 half, then this is effectively the same as
measuring a complex-valued response function. This trick often comes in handy,
such as for phase cycling (Section 9.3.2).

We now turn to the discussion of the phase twist of the two types of peaks in
Eq. 4.32. Just like in 1D spectroscopy (Eq. 4.8), these spectra are complex val-
ued. Each dimension (ω1 and ω3) contains an absorptive (real) and a dispersive
(imaginary) contribution (in analogy to Fig. 4.2b). Unfortunately, we cannot single
out a purely absorptive 2D spectrum by just taking the real or imaginary part of
Eq. 4.32 like we can in linear spectroscopy. For example, if we take the real part
of R4:

ℜ [(A(ω1) + i D(ω1))(A(ω3) + i D(ω3))] = A(ω1)A(ω3) − D(ω1)D(ω3)

(4.35)

FIGURE 25. Schematic view of quadrants resulting from 2D Fourier trafo of
signal, from Hamm and Zanni, 2011.

It is clear that this model does not address the dynamics of
population relaxation and spectral diffusion, which are observed
during τ2. Observation of these dynamics can be measured with
3D experiments that observe the 2D spectrum as a function of
τ2, the population period in echo experiments and the mixing
period in NMR experiments. Traditional observation of time
domain third-order nonlinear signals makes an integrated
measurement of the third-order polarization radiated from the
sample

To construct the 2D experiments here using the two coherence
periods τ1 and τ3, it is necessary to observe the electric field
during the final period. Both gated photon echoes7,8,31 and
heterodyne-detected photon echoes9,10 are designed for this
purpose. It should be noted that spectral interferometry32-34 is
effectively equivalent to the heterodyne-detected method since
both of these methods are capable of measuring the complex
3D polarization from third-order nonlinear measurements. For
the 2D line shapes discussed here, only observation of the time
envelope of the radiated polarization, |P(3)(τ1,τ3)|, during the
time τ3 as a function of τ1 is required. This makes the gated
photon echo, which measures a signal proportional to
|P(3)(τ1,τ3)|2 the most direct route to these line shapes.
Figure 3 shows the time domain envelopes of the 2D response

for the PE and TG experiments from ensembles of varying
inhomogeneous widths. As the inhomogeneous distribution
becomes large compared to the homogeneous dephasing time,
the PE experiment (Figure 3a-c) changes from a symmetric to
a diagonally elongated signal. In the strongly inhomogeneous
limit, an echo ridge arising from the rephasing term in eq 12 is
observed. The decay along the diagonal is given by Γeg, while
the decay along the time axes (τ1 ) 0 or τ3 ) 0) is a product
of the exponential and Gaussian decays from the homogeneous
and inhomogeneous dephasing mechanisms.
For the TG experiment, the signal is temporally uniform; it

decays monotonically downward at the same rate in any
direction in the two time variables. The rate of this falloff is
governed by the fastest dephasing mechanism, whether homo-
geneous or inhomogeneous. Contours in the 2D plane are always
of slope -1. As suggested by the diagonal and antidiagonal
frequency variables (eqs 1 and 2), we can also define diagonal
and antidiagonal axes in the time domain

Rewriting the response functions for the PE and TG experiments

it becomes clear that the transient grating can be written in terms

of one independent time variable, τ+, and is thus functionally a
one-dimensional experiment.
With the observation of the amplitude of the third-order

polarization as a function of the two time variables τ1 and τ3,
as in the gated echo, we can define a 2D spectrum for these
experiments through a two-dimensional Fourier transform

The sign of the ω1 frequency argument in the complex
exponential is determined by the sign of these terms in the
frequency and wave-vector-matching condition for the experi-
ment, i.e., -ω1 for the PE and +ω1 for the TG. The spectrum
is defined in this manner to show direct correspondence between
time and frequency domain experiments. The choice of sign is
otherwise arbitrary, since it only leads to rotation of the spectrum
by 90°. It should be noted that the Fourier transform relationship
in eq 19 can in principle be redefined in terms of the transform
pair ω+τ+ and ω-τ-, but the change of integration limits is
nontrivial.
The 2D line shapes obtained from the time domain response

in Figure 3 are shown in Figure 4. These are absolute value
spectra obtained from eq 19. As with the time domain response,
the 2D line shape is very revealing in the PE experiment, yet
hardly changes in profile for the TG experiment. In the
homogeneous limit (Figure 4a), the 2D line shape from the PE
is symmetric with the characteristic shape of a 2D Lorentzian.26
As the inhomogeneous width increases, the 2D line shape
broadens along the diagonal axis, while the antidiagonal is
unchanged. For large inhomogeneous broadening (Figure 4c),
the 2D line shape is strongly elongated, with the diagonal profile
given by the inhomogeneous width and the antidiagonal axis
still preserving the homogeneous line shape. In the Bloch model,
the 2D line shape from the PE experiment is similar to that
from the hole-burning experiment. Clearly in an inhomogeneous
system, the ellipticity of the 2D line shape can be related to the
degree of inhomogeneous broadening. This has been shown

RPE
(3)(τ1,τ3) ) exp(-Γeg(τ1 + τ3)) exp(-(τ3 - τ1)

2σ2/2) ×
exp(-iω0(τ3 - τ1)) (12)

RTG
(3) (τ1,τ3) ) exp(-Γeg(τ1 + τ3)) exp(-(τ3 + τ1)

2σ2/2) ×
exp(-iω0(τ1 + τ3)) (13)

S(3)(τ1,τ2) ∝∫0∞|P(3)|2 dτ3 (14)

τ- ) τ3 - τ1 (15)

τ+ ) τ1 + τ3 (16)

RPE
(3)(τ+,τ-) ) exp(-Γegτ+) exp(-τ-

2σ2/2) exp(-iω0τ-)
(17)

RTG
(3) (τ+) ) exp(-Γegτ+) exp(-τ+

2σ2/2) exp(-iω0τ+) (18)

Figure 3. Two-dimensional contours of the time domain response,
|P(3)(τ1,τ3)|, for the PE (a-c) and TG (d-f) experiments from the
homogeneous to the inhomogeneous limit: (a, d) σ/Γeq ) 0.2; (b, e)
σ/Γeq ) 2; (c, f) σ/Γeq ) 20. Contours are shown in intervals of 14%
of the maximum amplitude.

S(ω1,ω3) )∫-∞

∞ dτ1∫-∞

∞ dτ3 |P(3)(τ1,τ3)| exp((iω1τ1 + iω3τ3)
(19)
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quantitatively elsewhere for the PE experiment.27 Since the
Bloch model for the photon echo experiment is effectively the
same as that used for spin-echo experiments, the 2D line shapes
derived here are similar to those described in the analysis of
2D NMR line shapes.26
Slices through the 2D spectra obtained from the PE experi-

ment are shown in Figure 5. In general, the diagonal slice
contains the information of the traditional 1D absorption
experiment, a convolution of the homogeneous and inhomoge-
neous dephasing dynamics. (More precisely, the diagonal slice
from the real part of the 2D line shape is the absorption

spectrum.) In the homogeneous limit, the diagonal is given by
the imaginary part of the Lorentzian line shape

In the inhomogeneous limit, it is a Gaussian with the profile of
the inhomogeneous distribution. The antidiagonal slice gives
information on the homogeneous line shape. In the homogeneous
limit (Γ . σ), the antidiagonal slice is identical to the diagonal
slice (eq 20). In the inhomogeneous limit (σ . Γ), the
antidiagonal slice is the modulus-squared Lorentzian

The projection of the 2D spectrum onto the antidiagonal for
any values of σ and Γ is always given by eq 20 above. This is
a consequence of the projection theorem that states that the
Fourier transform of a time slice in the 2D planesin our case
the time diagonalsgives the projection onto that axis in the
frequency domainsin our case the antidiagonal due to the
definition used in eq 19.26
Within the simple model used above, the analysis of 2D

experiments based on the absolute value of the electric field is
essentially equivalent in the time or frequency domain. The
choice of representation is arbitrary. The choice of time or
frequency domain representation is less arbitrary in systems of
increasing complexity. In systems that are composed of multiple
distinct or superimposed components, the time domain response
does not have the same intuitive interpretation that the 2D line
shape has. As an illustration, consider an inhomogeneously
broadened system in which the dephasing dynamics for the
members of the ensemble is frequency dependent. This scenario
could be observed for any frequency-dependent relaxation
mechanism, such as relaxation through bath-mediated anhar-
monic coupling mechanisms. In this case, the homogeneous line
shape is broader on one side than the other. If the homogeneous
dephasing rate is linearly proportional to frequency

then the PE response of the ensemble integrated over a Gaussian
distribution function is given by

The 2D line shape observed for this system is shown in Figure
6a for σ/Γ ) 20 and R ) Γ/10. The line shape is pear shaped

Figure 4. Two-dimensional absolute value line shapes, |S(ω1,ω3)|,
obtained from the calculations in Figure 3 using eq 19. The labels a-f
correspond to those in Figure 3. Contours are shown in 17% of the
maximum intervals.

Figure 5. Diagonal (dashed line) and antidiagonal (solid line) slices
through the 2D line shapes obtained from the PE experiment in Figures
3 and 4. The labels a-c correspond to Figures 3 and 4. The light dotted
line illustrates the Gaussian inhomogeneous distribution in each case.

Figure 6. (a) 2D line shape, |S(ω1,ω3)|, obtained from a PE experiment
for an inhomogeneous ensemble in which the homogeneous dephasing
rate, Γeg, is frequency dependent (σ/Γ ) 20; R ) Γ/10). (b) Diagonal
(dashed line) and antidiagonal (solid line) slices through the 2D
spectrum in (a). The antidiagonal slices (ω+ ) ω3 + ω1 - 2ωeg) on
either side of the distribution center, ω0, are representative of the
homogeneous line width at that frequency. For comparison, a Lorentzian
line shape with width Γeg(ωeg) is shown.

S-(ω-) ∝ Γ/((ω- - ωeg)
2 + Γ2) (20)

S+(ω+) ∝ 1/(ω+
2 + Γ2)1/2 (21)

Γeg ) Γ0 - R(ωeg - ω0) (22)

RPE
(3)(τ1,τ3) ) exp(-Γ0(τ1 + τ3)) exp((-σ2/2)(R2(τ1 + τ3)

2 +
(τ3 - τ1)

2 - 2iR(τ3
2 - τ1

2))) exp(-iω0(τ3 - τ1)) (23)
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FIGURE 26. Left |R(3)
(⌧3, 0, ⌧1)| for rephasing (a-c) and non-rephasing (d-e)

Kubo model (�/� =0.2 (a,d), 2 (b,e), 20 (c,f)). Right: Absolute value of 2D
Fourier trafo of left column data; from Tokmakoff 2000.
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Example II: 3-level System
• Morse oscillator 

‣ eigenvalues 

‣ anharmonicity constant 

‣ if dipole moment linear and x=0: no 
nonlinear signal
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– behavior clear upon introduction of diagonal and anti-diagonal variables ⌧+ = t1+
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– only rephasing signal is sensitive to ratio between homogeneous and inhomoge-
neous broadening

• anharmonic oscillator (Morse)

V (q) = D(1 � e�↵q
)

2

– spectrum
EM = ~!(M + 0.5) � x(M + 0.5)2

– anharmonicity constant x = (~!)2/4D

6 Introduction

frequency shifts and intensity change of each fundamental transitions with stan-
dard linear (FTIR) spectroscopy and isotope labeling. However, in practice, 2D IR
spectroscopy does a much better job of measuring the coupling with much less
work (although isotope labeling is still very useful in 2D IR spectroscopy).

These simulations are intended to provide a qualitative understanding of how
coupling alters the curvature of the molecular potential energy surface which
results in cross-peaks. In the following section, we expand on how 2D IR spec-
troscopy probes the molecular potential energy surface.

1.1.1 2D IR spectrum of a single vibrational mode

Before we explain the origin of the cross-peaks, let us describe a simple way of
collecting a 2D IR spectrum and what it will look like for a single vibrational mode,
such as the carbonyl stretch of an acetone molecule. All we need to construct a 2D
IR spectrum are the eigenstates and transition dipoles for the vibrational modes of
the molecule that we are interested in. We represent the potential energy curve of
the carbonyl stretch by a Morse oscillator (Fig. 1.4a):

V (r) = D(1 − e−ar )2 (1.2)

where r is the carbonyl bond length, D is the well depth, and a gives the curvature
of the potential. The vibrational eigenstates generated from the Hamiltonian with
this potential are
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Figure 1.4 (a) Level scheme of an anharmonic oscillator with the dipole-allowed
transitions depicted. The solid arrow represents the pump process, the dotted
arrow the probe process. (b) Resulting 2D IR spectrum. Solid contour lines rep-
resent negative response (bleach and stimulated emission), dotted contour lines
positive response (excited state absorption).

FIGURE 27. Morse potential (a) and 2D IR spectrum (b); from Hamm and Zanni 2011.

– 2D spectrum can be understood already from knowledge of pump-probe spectrum
– there are ESA and GB+SE contributions, the latter are on the diagonal whereas the

former require a smaller ”probe” frequency
– difference between peak positions is 2x (diagonal anharmonic shift)
– both peaks have about same intensity since in the harmonic oscillator limit it holds

that µ2
12 = 2µ2

10

– implies that in harmonic limit there is no signal
• coupled vibrations

V (q1, q2) = V (q1) + V (q2) + �12q1q2
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‣ power of 2D spectroscopy in unraveling mode couplings
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Example IV: Spectral Diffusion

• signature of inhomogeneity at T=0 disappears for T>0 if ensemble 
not completely frozen
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1.2 Structural distributions 11

probe

probe

pu
m

p
pu

m
p

t > 0

Figure 1.7 (a) An inhomogeneously broadened vibrational transition and
(b) resulting 2D IR spectrum. Panels (c) and (d) show the same at a later delay
time, when spectral diffusion has occurred. Solid contour lines represent negative
response (bleach and stimulated emission), dotted contour lines positive response
(excited state absorption).

Now imagine measuring a 2D IR spectrum of an inhomogeneous distribution
of molecules. If the spectral width of the pump pulse is smaller than or equal to
the homogeneous linewidth, then the pump pulse will be tuned into the particular
subensemble of molecules whose spectral width is on-resonance with the center
wavelength of the pump pulse. As a result, only that subensemble will be excited,
creating a 2D IR response similar to Fig. 1.4 with the characteristic doublet of
bands. The subensemble will be significantly narrower than the overall lineshape
if the inhomogeneous distribution is much larger than the homogeneous linewidth.
Scanning the pump frequency across the inhomogeneous ensemble, one will then
observe a 2D IR spectrum that is elongated along the diagonal (Fig. 1.7b). In certain
limits, the antidiagonal linewidth provides the homogeneous linewidth whereas
the diagonal width represents the total linewidth (i.e. inhomogeneous width convo-
luted with the homogeneous width). This process is called hole-burning, and so the
pump–probe process for measuring 2D IR spectra that we have described above is
often referred to as hole-burning 2D IR spectroscopy. Cross-peaks also have 2D
lineshapes which contain information on the frequency correlation between modes
(see Problem 1.2) [41, 68].

FIGURE 29. Spectral diffusion as a function of the population time; from Hamm
and Zanni 2011.
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Figure 10.4 Rephasing and non-rephasing signal in the time domain. The popu-
lation time was set to t2 = 100 fs.
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Figure 10.5 A series of purely absorptive 2D IR spectra of the OH vibration of
HDO in D2O at population times t2 = 80 fs, t2 = 500 fs, t2 = 1 ps, respectively,
calculated within the framework of the cumulant expansion.

R(ω1,ω3) = ℜ
(
R1,2,3(−ω1,ω3) + R4,5,6(ω1,ω3)

)
. (10.9)

Figure 10.5 shows a series of simulated 2D IR spectra at different waiting times
calculated using these programs. The 0–1 and 1–2 contributions to the spectra are
symmetric along the diagonal due to the cumulant expansion.

10.1.5 Avoiding the cumulant expansion

It turns out that the approximation of the cumulant expansion truncated after
second order is not very accurate for water. The distribution of frequencies
(Fig. 10.3b) is clearly asymmetric, with a shoulder to the high-frequency side.

FIGURE 30. Spectral diffusion as a function of the population time for OH in
D2O; from Hamm and Zanni 2011.
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limits, the antidiagonal linewidth provides the homogeneous linewidth whereas
the diagonal width represents the total linewidth (i.e. inhomogeneous width convo-
luted with the homogeneous width). This process is called hole-burning, and so the
pump–probe process for measuring 2D IR spectra that we have described above is
often referred to as hole-burning 2D IR spectroscopy. Cross-peaks also have 2D
lineshapes which contain information on the frequency correlation between modes
(see Problem 1.2) [41, 68].

FIGURE 29. Spectral diffusion as a function of the population time; from Hamm
and Zanni 2011.
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Figure 10.4 Rephasing and non-rephasing signal in the time domain. The popu-
lation time was set to t2 = 100 fs.
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Figure 10.5 A series of purely absorptive 2D IR spectra of the OH vibration of
HDO in D2O at population times t2 = 80 fs, t2 = 500 fs, t2 = 1 ps, respectively,
calculated within the framework of the cumulant expansion.

R(ω1,ω3) = ℜ
(
R1,2,3(−ω1,ω3) + R4,5,6(ω1,ω3)

)
. (10.9)

Figure 10.5 shows a series of simulated 2D IR spectra at different waiting times
calculated using these programs. The 0–1 and 1–2 contributions to the spectra are
symmetric along the diagonal due to the cumulant expansion.

10.1.5 Avoiding the cumulant expansion

It turns out that the approximation of the cumulant expansion truncated after
second order is not very accurate for water. The distribution of frequencies
(Fig. 10.3b) is clearly asymmetric, with a shoulder to the high-frequency side.

FIGURE 30. Spectral diffusion as a function of the population time for OH in
D2O; from Hamm and Zanni 2011.
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Example V: Chemical Exchange

• reaction dynamics can be monitored as function of T
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1.3.2 Chemical exchange

In the previous example, we had considered a continuous distribution of vibrational
frequencies created by a large diversity in environments, for example. But distribu-
tions are often bimodal rather than continuous (Fig. 1.8b). For example, a hydrogen
bond either exists or it does not. A molecule is either in a cis or trans conforma-
tion. For each of these examples, the two states are typically separated by a reaction
barrier, so the probability of finding molecules in the transition state is very low. In
the 2D IR spectrum of a bimodal distribution, each structure creates a pair of diag-
onal peaks. At early pump–probe delay times, there are no cross-peaks because
one molecule cannot exist in both states (see Fig. 1.8a). However, if a hydrogen
bond breaks during the delay between the pump and the probe pulse, then the
molecule that was initially pumped with a hydrogen bond is now probed at the fre-
quency without one. The same is true if a molecule converts from a cis to a trans
conformation. Either way the dynamics creates a cross-peak on one side of the
diagonal (depending on which species is higher frequency). Likewise, the reverse
reaction will create a cross-peak on the other side. This process is called chemical
exchange. What is unique about 2D IR spectroscopy as compared to NMR or other
methods that also monitor chemical exchange is that it is sensitive to exchange
rates ranging from femtoseconds to the vibrational lifetime of the chromophore.
Thus, phenomena can now be explored on time-scales that were previously not
possible [107, 192, 207].
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Figure 1.8 2D IR spectrum of a system undergoing chemical exchange with
(a) no pump–probe delay and (b) a delay that is roughly that of the exchange.FIGURE 31. Chemical exchange as a function of the population time; from

Hamm and Zanni 2011.

FIGURE 32. Chemical exchange between H-bonded and dissociated form of
phenol-benzene complex as a function of the population time; from Zheng et al.,
Science 309 1338 (2005).
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FIGURE 32. Chemical exchange between H-bonded and dissociated form of
phenol-benzene complex as a function of the population time; from Zheng et al.,
Science 309 1338 (2005).
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