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Overview

• Born-Oppenheimer ansatz and potential energy surfaces 

• electronic structure in a nutshell 

• harmonic oscillators everywhere 

• condensed phase models 

• quantum dynamics, from coherent to incoherent
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Born-Oppenheimer Ansatz
• molecular Hamiltonian 

• molecular Schrödinger equation 

• electronic Hamilton operator for fixed nuclei 

• electronic Schrödinger equation: adiabatic electronic states
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12 O. KÜHN

2. ELECTRONIC SCHRÖDINGER EQUATION

Topics

! the electronic problem for fixed nuclei according to Born and Oppenheimer
! Pauli principle, Hartree product, and Slater determinant
! the electronic structure theory’s drosophila: H2

! Coulomb and exchange integrals
! configuration interaction and electron-electron correlation
! into the praxis: The Hartree-Fock-Roothaan self-consistent field approach

2.1. Molecular Hamiltonian and Born-Oppenheimer Approximation.

• point-like electrons (Nel, rj , pj , mel) and nuclei (Nnuc, Z1, . . . , ZN
nuc

, RA, PA, MA )

Hmol = Tel + Vel�nuc + Vel�el + Tnuc + Vnuc�nuc .
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Vel�nuc = �
X

j,A

ZAe2

|rj �RA|
.

• looking for solutions of stationary Schrödinger equation

Hmol (r,R) = E (r,R)

• utilize BO approximation which makes use of mass difference mel/MA < 10

�3

!electrons move much faster than nuclei
!nuclei can be considered as being fixed while electrons are moving
!neglect kinetic energy of nuclei in electronic problem

• electronic Hamilton operator

Hel(R) = Tel + Vel�el + Vel�nuc(R)
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42 O. KÜHN

3. NUCLEAR SCHRÖDINGER EQUATION. BORN-OPPENHEIMER AND BEYOND

Topics

! Born-Oppenheimer ansatz revisited
! non-adiabatic coupling
! potential energy hypersurfaces for nuclear motion
! normal modes of vibration and shifted oscillator model
! diabatic vs. adiabatic representation
! vibronic coupling and conical intersections

3.1. Born–Oppenheimer Separation.

• without spin the molecular Schrödinger equation is

Hmol �(r, R) = E� �(r, R)

• Born-Oppenheimer idea (1927)
– mel/Mn < 10

�3: electrons move much faster than nuclei
– nuclei can be considered as fixed and electrons are always in a stationary state (only

adiabatic changes possible)
• define electronic Hamiltonian with parametric dependence on nuclear coordinates

Hel(R) = Tel + Vel�nuc + Vel�el .

Hel(R) a(r;R) = Ea(R) a(r;R) ,

• assume that adiabatic electronic wave functions  a(r;R) = hr;R| ai define a complete
basis in the electronic Hilbert space

• allows expansion of the total molecular wave function

 (r;R) =

X

a

�a(R) a(r;R) .

Hmol (r;R) = (Hel(R) + Tnuc + Vnuc�nuc)

X

a

�a(R) a(r;R)

=

X

a

[Ea(R) + Vnuc�nuc]�a(R) a(r;R)

+

X

a

Tnuc�a(R) a(r;R)

= E
X

a

�a(R) a(r;R) .
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• assuming a complete adiabatic basis 

• ansatz for molecular wave function 

• expansion coefficients are nuclear wavefunctions and obey 

• nonadiabaticity operator 

• potential energy surfaces (PES)
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Z

dr  ⇤
b (r;R)Hmol  (r;R) = [Eb(R) + Vnuc�nuc]�b(R)

+

X

a

Z

dr  ⇤
b (r;R)Tnuc  a(r;R)�a(R)

= E �b(R) .

• electronic wave functions depend on the nuclear coordinates and Pn = �i~rn

Tnuc  a(r;R)�a(R) =
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.

• nonadiabaticity operator (change of electronic wave function)

⇥ab =

Z

dr  a(r;R)Tnuc  b(r;R)

+

X

n

1
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Z

dr  a(r;R)Pn b(r;R)
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• equation for expansion coefficients

(Tnuc + Ea(R) + Vnuc�nuc +⇥aa � E) �a(R) = �
X

b 6=a

⇥ab�b(R) .

• exact stationary Schrödinger equation for the nuclear wave function �a(R)

• nonadiabaticity operator accounts for finite kinetic energy of nuclei and triggers nona-
diabatic coupling

• effective potential for nuclear motion if the electronic system is in its adiabatic state
| ai (PES)

Ua(R) = Ea(R) + Vnuc�nuc(R) +⇥aa .

• formal solution to Eq. (3.1) is �aM(R) = hR|�aMi ( M denotes the (set of) vibrational
quantum numbers related to total electronic spectrum)

• molecular wave function

 M(r, R) =

X

a

�aM(R) a(rR) .

• Born–Oppenheimer Approximation: ⇥ab = 0

• adiabatic approximation: ⇥a 6=b = 0

• nuclear Schrödinger equation

Ha(R)�a(R) = (Tnuc + Ua(R))�a(R) = E�a(R) ,

• label electronic state specific solutions by M
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• nuclear Schrödinger equation
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• PES: 3Nnuc-dimensional hypersurfaces 

‣ 3Nnuc-6 internal degrees of freedom (DOF) + 3 rotations + 3 
translations 

‣ stationary points 

‣ Hessian matrix 

‣ degeneracies of electronic states
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44 O. KÜHN

• adiabatic molecular wave function in Born–Oppenheimer approximation

 

(adia)
aM (r;R) = �aM(R) a(r;R) .

• 2nd order perturbation theory

E(2)
aM = E(adia)

aM +

X

bN

|h�aM |⇥ab|�bNi|2

E(adia)
aM � E(adia)

bN

,

• coupling (symmetry) and separation between adiabatic states

3.2. Potential Energy Surfaces.

• consider adiabatic Born–Oppenheimer PES (⇥ab = 0) for a particular electronic state

Ua(R) = Ea(R) + Vnuc�nuc(R) .

• function of all the 3Nnuc nuclear coordinates R (remember the notation R = (R1, . . . , R3N
nuc

))
• 3Nnuc � 6 necessary to completely specify the internal energy of the molecule
• gradient of the potential

rUa(R) = {@Ua(R)/@R1, . . . , @Ua(R)/@R3N
nuc

} .

• stationary points: R(a)

rUa(R)|R=R(a) = 0 ,

• nature of stationary point from 3Nnuc ⇥ 3Nnuc force constant matrix (Hessian)

(a)mn =

@2Ua(R)

@Rm@Rn

(m,n = 1, . . . , 3Nnuc) .
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γ(Rc)=π/4

- +

ψ+ −> ψ1

ψ− −> ψ2

ψ− −> ψ1

ψ+ −> ψ2

FIGURE 25. Schematic view of adiabatic (solid) and diabatic (dashed) potential
energy curves along a nuclear coordinate. For R ⌧ Rc both potential curves
are well separated; the lower and upper diabatic states belong to a bound and
repulsive electronic state, respectively, and so do the adiabatic potentials U� and
U+. For R � Rc the character of the potential curves changes; U+ corresponds
to a bound state and U� is repulsive now. This is reflected in the electronic wave
functions.

– Vāb̄(R) may vanish due to symmetry, usually if symmetry of electronic states is
different

– adiabatic states of same symmetry will not cross

Avoided Crossings in Diatomics

II. THEORETICAL FRAMEWORK

A. Electronic potentials

The potential curves relevant to the present study are the
!=0+ adiabatic potential curves, where != !"+#!, and "
and # are, respectively, the components of the total orbital
and spin angular momenta of the electrons along the internu-
clear axis. The three lowest !=0+ states are the ground ionic
state X0+ and the two covalent states A0+ and B0+ which
dissociate, respectively, to the Na+I"2P3/2# and Na+I"

2P1/2#
atomic limits. The ionic state X0+ breaks up into Na+"2P# and
I−"1S# ions. The 0+ potential curves are shown in Fig. 1. It is
seen that the asymptotic spin-orbit splitting of I"2P3/2# and
I"2P1/2# atoms is correctly reproduced by the ab initio calcu-
lations. More details of the ab initio potentials, including
radial dependence of the dipole and spin-orbit coupling ma-
trix elements, are given in our earlier work $33%.
In the present study, we use the diabatic representation in

which the kinetic energy operator for the nuclear motion is
diagonal. In this representation, the couplings are restricted
to the off-diagonal elements of the potential energy matrix
and it is more convenient for numerical calculations. The
details of the adiabatic to diabatic transformation are dis-
cussed in Ref. $33%.

B. Wave packet propagation

The Schrödinger equation in the diabatic representation
for the three-channel problem can be written as

i$
!!"R,t#

!t
=Hd!"R,t#=&− $2

2%
I
d2

dR2
+ Vd'!"R,t# "1#

where %=35 357 a.u. is the reduced mass of the molecule, I
is the 3&3 unity matrix, and ! is a three-component vector,
each component representing the part of the wave function
on the electronic states X0+, A0+, and B0+. It should be em-
phasized that in the diabatic representation the potential ma-
trix Vd is nondiagonal and carries the nonadiabatic couplings
as off-diagonal elements. The coupled-channel equations are

solved using the split-operator method $35,36% which em-
ploys a symmetric splitting of the kinetic and potential en-
ergy operators. We have previously applied this approach to
compute photoabsorption spectra of LiF $32%, NaI $33%, and
HI $37%. For LiF we have demonstrated the accuracy by com-
paring with results obtained from time-independent quantum
calculations while for NaI excellent agreement was obtained
with experimentally derived pump-probe signals. For the
photodissociation of HI $37%, quantitative agreement was ob-
tained with measured values of photoabsorption cross sec-
tions.
In the diabatic representation, the wave packets are initial-

ized as

'1"R,t = 0# = (v!j!"R# ,

'2"R,t = 0# = 0,

'3"R,t = 0# = 0, "2#

where (v!j!"R# is a rovibrational eigenfunction of the ionic
potential corresponding to vibrational and rotational quan-
tum numbers v! and j!. A grid of 2048 points with 3.0a0
)R)50.0a0 is used to represent the wave functions on the
three potential curves.
The probability flux in each channel i is given by

Ji"t# =
$

%
Im&'i"R,t#

!'i"R,t#
!R '

R=Rf

"3#

where i! (1,2 ,3) corresponds to Na++I−, Na+I"2P3/2#, and
Na+I"2P1/2# products, respectively, and Rf is the location of
the flux calculation. An absorbing potential is placed at in-
ternuclear separations R*45.0a0 to avoid wave packet re-
flection from the grid boundaries. The probability in each
dissociative channel is obtained by integrating the corre-
sponding flux over the time interval $0,T% in which it is
recorded. For example, the probabilities to find ground and
excited state iodine atoms are given by

p"I# = p = *
0

T

J2"t#dt , "4a#

p"I*# = p* = *
0

T

J3"t#dt . "4b#

We use a two-pulse scheme to control the branching ratio for
the production of excited vs ground state iodine atoms, p* /p,
or simply I* / I. The two Gaussian-shaped laser pulses, the
first being the pump and the second the control pulse, are
given by

E1"t# = Ê1exp+− 12& "t − t1#
+1

'2,cos",1t# ,

FIG. 1. Adiabatic and diabatic potentials obtained by including
spin-orbit coupling. The adiabatic potential curves are denoted by
symbols and solid lines: X0+ "circles#; A0+ "squares#; B0+ "tri-
angles#. The corresponding diabatic potential curves are denoted by
the broken lines: ionic "dotted curve#; ground covalent state "dashed
curve#; excited covalent state "dash-dotted curve#.
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I. INTRODUCTION

Active control and manipulation of atomic and molecular
transitions have been at the forefront of research in physics
over the last couple of decades. The invention of stable ul-
trashort laser pulses and techniques for laser cooling and
magnetic trapping of atoms has led to major discoveries in
science: the macroscopically coherent atomic and molecular
matter and the Bose-Einstein condensate #1–3$, and real-time
processing of biological macromolecules being a few ex-
amples. The nearly still motion of atoms in a Bose-Einstein
condensate provides unprecedented opportunities for per-
forming ultrahigh-resolution spectroscopy of atoms and mol-
ecules #4$, while the stability of ultrashort laser pulses #5–9$
enables real-time viewing of the intricate processes within a
complex molecule. In the realm of molecular spectroscopy,
quantum control of transitions is now routinely possible and
optimized techniques for achieving the desired outcome are
available.
Diatomic molecules have been prototypes for the study of

quantum control in both time and frequency domains
#10–14$. Sodium iodide !NaI" is a classical example of such
a diatomic molecule and femtosecond pump-probe studies of
this system by Zewail and co-workers #15–20$ have provided
considerable insights into the dissociation dynamics. For so-
dium iodide, all available calculations of quantum control
have treated the molecule as a two-level system #21–31$ with
the lowest excited 2 1!+ covalent potential curve and the
bound ionic X 1!+ potential curve crossing at an internuclear
separation of about 13a0. This is a typical scenario with
alkali-metal halides #32$ and the crossing arises because the
energy required to dissociate the molecules into ions is larger
than that required to separate them into neutral atoms. How-
ever, an accurate treatment of the photodissociation dynam-
ics of NaI should include both the ground and excited spin-
orbit states of the iodine atom as neutral dissociation
channels as well as the ion-pair formation channel.

Recently, ab initio potential energy curves, spin-orbit cou-
pling matrices, and transition and permanent dipole matrix
elements for the low-lying electronic states of NaI have been
computed and photodissociation dynamics of NaI employing
these potential curves has been reported #33$. It was found
that the substantial energy difference !0.942 eV" between the
ground I!2P3/2" and the excited I!

2P1/2" atoms quantitatively
changes the behavior of the potential curves near the cross-
ing region. In particular, the inclusion of spin-orbit coupling
led to a second crossing between the ionic curve and cova-
lent curve separating to the Na+I!2P1/2" fragments at an in-
ternuclear separation of 23.7a0.
In this paper, we report time-dependent wave packet cal-

culations of the photodissociation process with the aim of
controlling the branching ratio between the ground !2P3/2"
and the first excited !2P1/2" states of the iodine atom and the
I−!1S" and Na+!2P" ion pairs. We use previously reported
#33$ diabatic potential energy curves and coupling matrix
elements and investigate the wave packet evolution on three
coupled potential energy curves in the presence of two ul-
trashort laser pulses—a pump and a control pulse. This ap-
proach bears resemblance to the Rice-Tannor control scheme
in which an initial pump pulse transfers amplitude from the
ground state to an excited state and a second pump pulse
transfers amplitude in the opposite direction, and thereby
modifies the branching ratio between the two product chan-
nels #14$. We use a learning algorithm to optimize a subset of
laser parameters and obtain optimal pulses to control the
branching ratio.
By tuning the laser parameters, the learning algorithm cal-

culates the best experimentally realizable scenarios for con-
trolling the production of polarized iodine atoms. Addition-
ally, we find modulation of the branching ratio as a function
of the time delay with a characteristic period of about one
picosecond. We show that photodissociation of NaI could be
a useful source of polarized iodine atoms. In a recent study, it
has been shown that the production of polarized atoms in
photodissociation leads to distinct angular momentum distri-
butions of ground state and excited state cofragments #34$.*Electronic address: bhadjiho@cfa.harvard.edu
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FIGURE 21. Schematic view of a typical potential energy curve of a diatomic
molecule. Here, Req denotes the equilibrium bond length and D0 (De) the disso-
ciation energy which does (does not) take into account the quantum mechanical
zero–point energy. Lower panel: case with unbound excited state.
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FIGURE 22. Schematic view of a potential energy curve typical for isomeriza-
tion reactions. Reactants and products are separated by a reaction barrier of
height EB along the reaction coordinate R.

3.3. Harmonic Approximation and Normal Mode Analysis.

• nuclear dynamics in vicinity of stationary point R(a) where Ua(R) has a minimum
• for small deviations, �R(a)

n = R(a)
n �Rn (n = 1, . . . , 3Nnuc) we perform Taylor expan-
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Morse potential photodissociation

proton transfer nonadiabatic dynamics
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FIGURE 25. Schematic view of adiabatic (solid) and diabatic (dashed) potential
energy curves along a nuclear coordinate. For R ⌧ Rc both potential curves
are well separated; the lower and upper diabatic states belong to a bound and
repulsive electronic state, respectively, and so do the adiabatic potentials U� and
U+. For R � Rc the character of the potential curves changes; U+ corresponds
to a bound state and U� is repulsive now. This is reflected in the electronic wave
functions.

– Vāb̄(R) may vanish due to symmetry, usually if symmetry of electronic states is
different

– adiabatic states of same symmetry will not cross

Avoided Crossings in Diatomics

II. THEORETICAL FRAMEWORK

A. Electronic potentials

The potential curves relevant to the present study are the
!=0+ adiabatic potential curves, where != !"+#!, and "
and # are, respectively, the components of the total orbital
and spin angular momenta of the electrons along the internu-
clear axis. The three lowest !=0+ states are the ground ionic
state X0+ and the two covalent states A0+ and B0+ which
dissociate, respectively, to the Na+I"2P3/2# and Na+I"

2P1/2#
atomic limits. The ionic state X0+ breaks up into Na+"2P# and
I−"1S# ions. The 0+ potential curves are shown in Fig. 1. It is
seen that the asymptotic spin-orbit splitting of I"2P3/2# and
I"2P1/2# atoms is correctly reproduced by the ab initio calcu-
lations. More details of the ab initio potentials, including
radial dependence of the dipole and spin-orbit coupling ma-
trix elements, are given in our earlier work $33%.
In the present study, we use the diabatic representation in

which the kinetic energy operator for the nuclear motion is
diagonal. In this representation, the couplings are restricted
to the off-diagonal elements of the potential energy matrix
and it is more convenient for numerical calculations. The
details of the adiabatic to diabatic transformation are dis-
cussed in Ref. $33%.

B. Wave packet propagation

The Schrödinger equation in the diabatic representation
for the three-channel problem can be written as

i$
!!"R,t#

!t
=Hd!"R,t#=&− $2

2%
I
d2

dR2
+ Vd'!"R,t# "1#

where %=35 357 a.u. is the reduced mass of the molecule, I
is the 3&3 unity matrix, and ! is a three-component vector,
each component representing the part of the wave function
on the electronic states X0+, A0+, and B0+. It should be em-
phasized that in the diabatic representation the potential ma-
trix Vd is nondiagonal and carries the nonadiabatic couplings
as off-diagonal elements. The coupled-channel equations are

solved using the split-operator method $35,36% which em-
ploys a symmetric splitting of the kinetic and potential en-
ergy operators. We have previously applied this approach to
compute photoabsorption spectra of LiF $32%, NaI $33%, and
HI $37%. For LiF we have demonstrated the accuracy by com-
paring with results obtained from time-independent quantum
calculations while for NaI excellent agreement was obtained
with experimentally derived pump-probe signals. For the
photodissociation of HI $37%, quantitative agreement was ob-
tained with measured values of photoabsorption cross sec-
tions.
In the diabatic representation, the wave packets are initial-

ized as

'1"R,t = 0# = (v!j!"R# ,

'2"R,t = 0# = 0,

'3"R,t = 0# = 0, "2#

where (v!j!"R# is a rovibrational eigenfunction of the ionic
potential corresponding to vibrational and rotational quan-
tum numbers v! and j!. A grid of 2048 points with 3.0a0
)R)50.0a0 is used to represent the wave functions on the
three potential curves.
The probability flux in each channel i is given by

Ji"t# =
$

%
Im&'i"R,t#

!'i"R,t#
!R '

R=Rf

"3#

where i! (1,2 ,3) corresponds to Na++I−, Na+I"2P3/2#, and
Na+I"2P1/2# products, respectively, and Rf is the location of
the flux calculation. An absorbing potential is placed at in-
ternuclear separations R*45.0a0 to avoid wave packet re-
flection from the grid boundaries. The probability in each
dissociative channel is obtained by integrating the corre-
sponding flux over the time interval $0,T% in which it is
recorded. For example, the probabilities to find ground and
excited state iodine atoms are given by

p"I# = p = *
0

T

J2"t#dt , "4a#

p"I*# = p* = *
0

T

J3"t#dt . "4b#

We use a two-pulse scheme to control the branching ratio for
the production of excited vs ground state iodine atoms, p* /p,
or simply I* / I. The two Gaussian-shaped laser pulses, the
first being the pump and the second the control pulse, are
given by

E1"t# = Ê1exp+− 12& "t − t1#
+1

'2,cos",1t# ,

FIG. 1. Adiabatic and diabatic potentials obtained by including
spin-orbit coupling. The adiabatic potential curves are denoted by
symbols and solid lines: X0+ "circles#; A0+ "squares#; B0+ "tri-
angles#. The corresponding diabatic potential curves are denoted by
the broken lines: ionic "dotted curve#; ground covalent state "dashed
curve#; excited covalent state "dash-dotted curve#.
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I. INTRODUCTION

Active control and manipulation of atomic and molecular
transitions have been at the forefront of research in physics
over the last couple of decades. The invention of stable ul-
trashort laser pulses and techniques for laser cooling and
magnetic trapping of atoms has led to major discoveries in
science: the macroscopically coherent atomic and molecular
matter and the Bose-Einstein condensate #1–3$, and real-time
processing of biological macromolecules being a few ex-
amples. The nearly still motion of atoms in a Bose-Einstein
condensate provides unprecedented opportunities for per-
forming ultrahigh-resolution spectroscopy of atoms and mol-
ecules #4$, while the stability of ultrashort laser pulses #5–9$
enables real-time viewing of the intricate processes within a
complex molecule. In the realm of molecular spectroscopy,
quantum control of transitions is now routinely possible and
optimized techniques for achieving the desired outcome are
available.
Diatomic molecules have been prototypes for the study of

quantum control in both time and frequency domains
#10–14$. Sodium iodide !NaI" is a classical example of such
a diatomic molecule and femtosecond pump-probe studies of
this system by Zewail and co-workers #15–20$ have provided
considerable insights into the dissociation dynamics. For so-
dium iodide, all available calculations of quantum control
have treated the molecule as a two-level system #21–31$ with
the lowest excited 2 1!+ covalent potential curve and the
bound ionic X 1!+ potential curve crossing at an internuclear
separation of about 13a0. This is a typical scenario with
alkali-metal halides #32$ and the crossing arises because the
energy required to dissociate the molecules into ions is larger
than that required to separate them into neutral atoms. How-
ever, an accurate treatment of the photodissociation dynam-
ics of NaI should include both the ground and excited spin-
orbit states of the iodine atom as neutral dissociation
channels as well as the ion-pair formation channel.

Recently, ab initio potential energy curves, spin-orbit cou-
pling matrices, and transition and permanent dipole matrix
elements for the low-lying electronic states of NaI have been
computed and photodissociation dynamics of NaI employing
these potential curves has been reported #33$. It was found
that the substantial energy difference !0.942 eV" between the
ground I!2P3/2" and the excited I!

2P1/2" atoms quantitatively
changes the behavior of the potential curves near the cross-
ing region. In particular, the inclusion of spin-orbit coupling
led to a second crossing between the ionic curve and cova-
lent curve separating to the Na+I!2P1/2" fragments at an in-
ternuclear separation of 23.7a0.
In this paper, we report time-dependent wave packet cal-

culations of the photodissociation process with the aim of
controlling the branching ratio between the ground !2P3/2"
and the first excited !2P1/2" states of the iodine atom and the
I−!1S" and Na+!2P" ion pairs. We use previously reported
#33$ diabatic potential energy curves and coupling matrix
elements and investigate the wave packet evolution on three
coupled potential energy curves in the presence of two ul-
trashort laser pulses—a pump and a control pulse. This ap-
proach bears resemblance to the Rice-Tannor control scheme
in which an initial pump pulse transfers amplitude from the
ground state to an excited state and a second pump pulse
transfers amplitude in the opposite direction, and thereby
modifies the branching ratio between the two product chan-
nels #14$. We use a learning algorithm to optimize a subset of
laser parameters and obtain optimal pulses to control the
branching ratio.
By tuning the laser parameters, the learning algorithm cal-

culates the best experimentally realizable scenarios for con-
trolling the production of polarized iodine atoms. Addition-
ally, we find modulation of the branching ratio as a function
of the time delay with a characteristic period of about one
picosecond. We show that photodissociation of NaI could be
a useful source of polarized iodine atoms. In a recent study, it
has been shown that the production of polarized atoms in
photodissociation leads to distinct angular momentum distri-
butions of ground state and excited state cofragments #34$.*Electronic address: bhadjiho@cfa.harvard.edu
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trashort laser pulses—a pump and a control pulse. This ap-
proach bears resemblance to the Rice-Tannor control scheme
in which an initial pump pulse transfers amplitude from the
ground state to an excited state and a second pump pulse
transfers amplitude in the opposite direction, and thereby
modifies the branching ratio between the two product chan-
nels #14$. We use a learning algorithm to optimize a subset of
laser parameters and obtain optimal pulses to control the
branching ratio.
By tuning the laser parameters, the learning algorithm cal-

culates the best experimentally realizable scenarios for con-
trolling the production of polarized iodine atoms. Addition-
ally, we find modulation of the branching ratio as a function
of the time delay with a characteristic period of about one
picosecond. We show that photodissociation of NaI could be
a useful source of polarized iodine atoms. In a recent study, it
has been shown that the production of polarized atoms in
photodissociation leads to distinct angular momentum distri-
butions of ground state and excited state cofragments #34$.*Electronic address: bhadjiho@cfa.harvard.edu
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• nonadiabatic effects & Born-Oppenheimer approximation
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Z

dr  ⇤
b (r;R)Hmol  (r;R) = [Eb(R) + Vnuc�nuc]�b(R)

+

X

a

Z

dr  ⇤
b (r;R)Tnuc  a(r;R)�a(R)

= E �b(R) .

• electronic wave functions depend on the nuclear coordinates and Pn = �i~rn

Tnuc  a(r;R)�a(R) =

X

n

1

2Mn

n

P2
n a(r;R)]�a(R)

+2 [Pn a(r;R)] Pn�a(R)

+ a(r;R)P2
n �a(R)

o

.

• nonadiabaticity operator (change of electronic wave function)

⇥ab =

Z

dr  a(r;R)Tnuc  b(r;R)

+

X

n

1

Mn



Z

dr  a(r;R)Pn b(r;R)

�

Pn .

• equation for expansion coefficients

(Tnuc + Ea(R) + Vnuc�nuc +⇥aa � E) �a(R) = �
X

b 6=a

⇥ab�b(R) .

• exact stationary Schrödinger equation for the nuclear wave function �a(R)

• nonadiabaticity operator accounts for finite kinetic energy of nuclei and triggers nona-
diabatic coupling

• effective potential for nuclear motion if the electronic system is in its adiabatic state
| ai (PES)

Ua(R) = Ea(R) + Vnuc�nuc(R) +⇥aa .

• formal solution to Eq. (3.1) is �aM(R) = hR|�aMi ( M denotes the (set of) vibrational
quantum numbers related to total electronic spectrum)

• molecular wave function

 M(r, R) =

X

a

�aM(R) a(rR) .

• Born–Oppenheimer Approximation: ⇥ab = 0

• adiabatic approximation: ⇥a 6=b = 0

• nuclear Schrödinger equation

Ha(R)�a(R) = (Tnuc + Ua(R))�a(R) = E�a(R) ,

• label electronic state specific solutions by M
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• adiabatic molecular wave function in Born–Oppenheimer approximation

 

(adia)
aM (r;R) = �aM(R) a(r;R) .

• 2nd order perturbation theory

E(2)
aM = E(adia)

aM +

X

bN

|h�aM |⇥ab|�bNi|2

E(adia)
aM � E(adia)

bN

,

• coupling (symmetry) and separation between adiabatic states

3.2. Potential Energy Surfaces.

• consider adiabatic Born–Oppenheimer PES (⇥ab = 0) for a particular electronic state

Ua(R) = Ea(R) + Vnuc�nuc(R) .

• function of all the 3Nnuc nuclear coordinates R (remember the notation R = (R1, . . . , R3N
nuc

))
• 3Nnuc � 6 necessary to completely specify the internal energy of the molecule
• gradient of the potential

rUa(R) = {@Ua(R)/@R1, . . . , @Ua(R)/@R3N
nuc

} .

• stationary points: R(a)

rUa(R)|R=R(a) = 0 ,

• nature of stationary point from 3Nnuc ⇥ 3Nnuc force constant matrix (Hessian)

(a)mn =

@2Ua(R)

@Rm@Rn

(m,n = 1, . . . , 3Nnuc) .
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adiabatic molecular wavefunction:



Electronic Structure in a Nutshell

• electronic Schrödinger equation for fixed nuclei 

‣ wavefunction (Hartree-Fock, MPn, CI, MCSCF, CC etc.) and 
density (DFT) based methods 

• illustration for H2

13
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3. NUCLEAR SCHRÖDINGER EQUATION. BORN-OPPENHEIMER AND BEYOND

Topics

! Born-Oppenheimer ansatz revisited
! non-adiabatic coupling
! potential energy hypersurfaces for nuclear motion
! normal modes of vibration and shifted oscillator model
! diabatic vs. adiabatic representation
! vibronic coupling and conical intersections

3.1. Born–Oppenheimer Separation.

• without spin the molecular Schrödinger equation is

Hmol �(r, R) = E� �(r, R)

• Born-Oppenheimer idea (1927)
– mel/Mn < 10

�3: electrons move much faster than nuclei
– nuclei can be considered as fixed and electrons are always in a stationary state (only

adiabatic changes possible)
• define electronic Hamiltonian with parametric dependence on nuclear coordinates

Hel(R) = Tel + Vel�nuc + Vel�el .

Hel(R) a(r;R) = Ea(R) a(r;R) ,

• assume that adiabatic electronic wave functions  a(r;R) = hr;R| ai define a complete
basis in the electronic Hilbert space

• allows expansion of the total molecular wave function

 (r;R) =

X

a

�a(R) a(r;R) .

Hmol (r;R) = (Hel(R) + Tnuc + Vnuc�nuc)

X

a

�a(R) a(r;R)

=

X

a

[Ea(R) + Vnuc�nuc]�a(R) a(r;R)

+

X

a

Tnuc�a(R) a(r;R)

= E
X

a

�a(R) a(r;R) .

many particle 
state

single particle 
molecular 

orbital (MO)

linear 
combination of 
atomic orbitals 

(LCAO MO)

•LCAO-MO approach (H2) 

‣ minimal basis of one atomic 1s function per nucleus 

‣ coefficients follow from linear variation principle
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• many-electron states 

‣ four possible spin-orbitals 

‣ Pauli principle requires antisymmetric wavefunction 

‣ fulfilled if many-electron wavefunction is chosen as in Slater determinant 
form 

‣ restriction to a single determinant description: Hartree-Fock theory

15
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2.3. The Minimal Basis H2 Molecule.

2.3.1. Ground State.

• introduce simplest model which will be used for illustration in the following
• Hamiltonian was of form

H = H0 +
1

r12
H0 = h(r1) + h(r2)

• H2 molecule composed of two H atoms, each described by a 1s atomic orbital

�i(r�Ri) =
1p
⇡
e�|r�Ri| i = 1, 2

• from these two atomic orbitals (AOs), two molecular orbitals (MOs) can be formed by
linear superposition (LCAO MO)

 i(r) =
2

X

µ=1

Cµi�µ(r)

• in general coefficients are determined from linear variational principle (see below)
• here normalized molecular orbitals follow from symmetry arguments as

 1 = �g = [2(1 + S12)]
�1/2

(�1 + �2)

 2 = �u = [2(1� S12)]
�1/2

(�1 � �2) h 1| 2i = �12

• since AOs are not normalized the overlap integral enters these MOs

S12 =

Z

dr�⇤
1(r)�2(r) = (1 +RAB +

R2
AB

3

)e�RAB

!2 !1 0 1 2
r

0.05
0.1
0.15
0.2
0.25

!Ψ
1!
2

!2 !1 0 1 2
r

0.2
0.4
0.6
0.8

!Ψ
2!
2

• there are four possible SOs

'1(x) =  1(r)↵(ms) '2(x) =  1(r)�(ms)
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'3(x) =  2(r)↵(ms) '4(x) =  2(r)�(ms)

• it is to be expected that '1 and '2 have the same energy which is lower than that of the
pair '3 and '4

• single SD ground state given by

| 0i = |'1'2i =
1p
2

('1(x1)'2(x2)� '1(x2)'2(x1))

!
"

!
#

• energy of SD ground state
– consider one-electron integrals (note that x1 is dummy variable)

h 0|h(r1)| 0i = h 0|h(r1)| 0i =
1

2

Z

dx1['
⇤
1(x1)h(r1)'1(x1) + '⇤

2(x1)h(r1)'2(x1)]

– Hamiltonian does not depend on spin and spin integrals can be performed
Z

dr1 
⇤
1(r1)h(r1) 1(r1)

X

ms

↵⇤
(ms)↵(ms) =

Z

dr1 
⇤
1(r1)h(r1) 1(r1) ⌘ h11

– introduce notation for one-electron integrals

hij =

Z

dr1 
⇤
i (r1)h(r1) j(r1)

– general rule: matrix elements with spin orbitals vanish for opposite spins, otherwise
they correspond to respective spatial integral
!it follows for one-electron operator

h 0|H0| 0i = h11 + h22

– consider two-electron integrals

h 0|
1

r12
| 0i =

Z

dx1dx2



'⇤
1(x1)'1(x1)

1

r12
'⇤
2(x2)'2(x2)� '⇤

1(x1)'2(x1)
1

r12
'⇤
2(x2)'1(x2)

�

– transition to spatial orbitals
Z

dx1dx2'
⇤
i (x1)'j(x1)

1

r12
'⇤
k(x2)'l(x2) =

Z

dr1dr2 
⇤
i (r1) j(r1)

1

r12
 ⇤
k(r2) l(r2)

⇥
X

ms
1

g⇤i (ms
1

)gj(ms
1

)

X

ms
2

g⇤k(ms
2

)gl(ms
2

)
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⇤
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 ⇤
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electronic ground state

• excited determinants 

• configuration interaction 

‣ correlation effects 

‣ electronically excited states
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– due to ortogonalty of spin functions the integral will be different from zero only if
gi(ms

1

) = gj(ms
1

) and gk(ms
2

) = gl(ms
2

)

– for the present case only the first integral in the energy expression is non-zero
– respective matrix element is called Coulomb integral

Jij =

Z

dr1dr2| ⇤
i (r1)|2

1

r12
| j(r2)|2

– ground state energy of single determinant minimal basis set H2

E0 = 2h11 + J11

– interpretation of single determinant ground state energy for H2

⇤ each electron in a SO contributes the one-electron energy, here h11 which is
energy in field of static nuclei plus kinetic energy

⇤ the pair of electrons with opposite spin in their spatial orbital contribute a
two-electron energy, J11 which can be interpreted as the classical-like Coulomb
interaction of the charge densities | ⇤

1(r1)|2 and | ⇤
1(r2)|2

2.3.2. Excited Determinants.

• so far we have discussed only one possibility for the distribution of the two electrons
over the available 4 spin orbitals; in general for N electrons and 2K spin orbitals there
are (2K)!/(N !(2K �N)!) possibilities, i.e. 6 in the present case

!"#

!$#

!%#

!&#

!'#

!(#

– closed shell configurations

(1) | 0i = |'1'2i

!singlet state ((1�g)2, |g2i);E(g2) = 2h11 + J11

(2) | 22̄
11̄i = |'3'4i

!singlet state ((1�u)2,|u2i);E(u2
) = 2h22 + J22 (doubly excited determinant)
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• is this two-determinant description the end of the story?
– yes, as far as the use of two spatial orbitals (basis functions) is considered
– no, since it does not give the exact results
– in general the exact result is approached by increasing the number of basis functions

as well as the number of determinants
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but…  
number of configurations for N 
electrons and 2K spin orbitals



• ab initio wavefunction-based methods (selection) 

• density functional theory 

‣ energy functional of electron density (Hohenberg-Kohn) 

‣ holy grail: exchange correlation functional 

‣ electronically excited states: linear response theory

17

HF CI MCSCF

E[⇢] = e

Z
d3xVel�nuc(x) ⇢(x) + Tel[⇢] +

e2

2

Z
d3x d3x0 ⇢(x)⇢(x

0)

|x� x

0| + EXC[⇢]

• electronic states vs. potential energy curves

18
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FIGURE 21. Schematic view of a typical potential energy curve of a diatomic
molecule. Here, Req denotes the equilibrium bond length and D0 (De) the disso-
ciation energy which does (does not) take into account the quantum mechanical
zero–point energy. Lower panel: case with unbound excited state.
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FIGURE 22. Schematic view of a potential energy curve typical for isomeriza-
tion reactions. Reactants and products are separated by a reaction barrier of
height EB along the reaction coordinate R.

3.3. Harmonic Approximation and Normal Mode Analysis.

• nuclear dynamics in vicinity of stationary point R(a) where Ua(R) has a minimum
• for small deviations, �R(a)

n = R(a)
n �Rn (n = 1, . . . , 3Nnuc) we perform Taylor expan-

sion
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Harmonic Oscillators
• assumption: Born-Oppenheimer approximation is valid 

• PES 

• choice of internal coordinates depends on problem 

‣ reactive dynamics & floppy molecules: bond distances, angles, 
dihedrals - complicated kinetic energy 

• close to equilibrium: harmonic approximation  

‣ small deviations w.r.t. geometry of stationary point 

‣ Taylor expansion of PES

19
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Z

dr  ⇤
b (r;R)Hmol  (r;R) = [Eb(R) + Vnuc�nuc]�b(R)

+

X

a

Z

dr  ⇤
b (r;R)Tnuc  a(r;R)�a(R)

= E �b(R) .

• electronic wave functions depend on the nuclear coordinates and Pn = �i~rn

Tnuc  a(r;R)�a(R) =

X

n

1

2Mn

n

P2
n a(r;R)]�a(R)

+2 [Pn a(r;R)] Pn�a(R)

+ a(r;R)P2
n �a(R)

o

.

• nonadiabaticity operator (change of electronic wave function)

⇥ab =

Z

dr  a(r;R)Tnuc  b(r;R)

+

X

n

1

Mn



Z

dr  a(r;R)Pn b(r;R)

�

Pn .

• equation for expansion coefficients

(Tnuc + Ea(R) + Vnuc�nuc +⇥aa � E) �a(R) = �
X

b 6=a

⇥ab�b(R) .

• exact stationary Schrödinger equation for the nuclear wave function �a(R)

• nonadiabaticity operator accounts for finite kinetic energy of nuclei and triggers nona-
diabatic coupling

• effective potential for nuclear motion if the electronic system is in its adiabatic state
| ai (PES)

Ua(R) = Ea(R) + Vnuc�nuc(R) +⇥aa .

• formal solution to Eq. (3.1) is �aM(R) = hR|�aMi ( M denotes the (set of) vibrational
quantum numbers related to total electronic spectrum)

• molecular wave function

 M(r, R) =

X

a

�aM(R) a(rR) .

• Born–Oppenheimer Approximation: ⇥ab = 0

• adiabatic approximation: ⇥a 6=b = 0

• nuclear Schrödinger equation

Ha(R)�a(R) = (Tnuc + Ua(R))�a(R) = E�a(R) ,

• label electronic state specific solutions by M
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FIGURE 21. Schematic view of a typical potential energy curve of a diatomic
molecule. Here, Req denotes the equilibrium bond length and D0 (De) the disso-
ciation energy which does (does not) take into account the quantum mechanical
zero–point energy. Lower panel: case with unbound excited state.
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FIGURE 22. Schematic view of a potential energy curve typical for isomeriza-
tion reactions. Reactants and products are separated by a reaction barrier of
height EB along the reaction coordinate R.

3.3. Harmonic Approximation and Normal Mode Analysis.

• nuclear dynamics in vicinity of stationary point R(a) where Ua(R) has a minimum
• for small deviations, �R(a)

n = R(a)
n �Rn (n = 1, . . . , 3Nnuc) we perform Taylor expan-

sion
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• diagonalization of Hessian by linear trafo to mass-
weighted normal mode coordinates 

• normal mode Hamiltonian
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• eigenvalue problem for harmonic oscillators
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• two electronic states:shifted oscillator model 

‣ different equilibrium positions 

‣ assume same normal modes 

‣ general shifted oscillator Hamiltonian

22
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FIGURE 24. Shifted harmonic oscillator potential surfaces for two electronic
states which are described by the same normal coordinate q⇠.
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• Franck-Condon factor 

‣ special case: Poisson distribution
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• anharmonic corrections 

‣ use normal mode coordinates 
to express higher order terms 
in the Taylor expansion
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• combination of large amplitude and harmonic motion   

• example: proton transfer

25

Reaction Surfaces

reaction coordinate s

Q
(A

...
.B

)

A-H ...B ! A..H..B ! A...H-B  

reaction coordinate

 3,7-dichlorotropolone

‣ divide nuclear DOF into active, s, and spectator, Z, coordinates  

‣ expand w.r.t. a meaningful reference configuration 

‣ normal mode trafo 

‣ reaction surface Hamiltonian

26

mode mixing forces on modes
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MOLECULAR QUANTUM DYNAMICS 21

s q

 

E

s

Eλ

FIGURE 22. Upper panel: Schematic plot of a two–dimensional PES. The co-
ordinate s is a reaction coordinate while q describes a harmonic vibration or-
thogonal to the reaction coordinate. Also shown is the minimum energy path
(solid line) as well as a straight line path (dashed line) connecting reactant and
product wells. In the lower panel we show the contour view (left) together with
a cut along the straight line path where q = 0 (right). The energetic difference
between both paths is the reorganization energy of the oscillator coordinate (see,
Eq. (50)).

(re)active system spectator modes

reorganization energy displacements

Coupled Electronic States

• consider two-state one coordinate (curve-crossing) system 

‣ adiabatic representation (dynamic coupling) 

‣ diabatic representation (static coupling) 

‣ related via an orthogonal transformation

28
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Hā(R) = Tnuc + Ud
ā (R) Ud

ā (R) = Eā(R
(0)
) + Vnuc�nuc + Vāā(R,R(0)

)

Vāb̄(R;R(0)
) = h ā|V (R,R(0)

)| b̄i

• expansion coefficients, i.e., the diabatic nuclear wave functions, are

(Hā(R)� E)�d
ā(R) = �

X

b̄ 6=ā

Vāb̄(R,R(0)
)�d

b̄ (R) ,

• relation between the two representations for two states and one coordinate
• Hamiltonian matrix and Schrödinger equation (diabatic case)

Hd
=

 

Tnuc 0

0 Tnuc

!

+

 

Ud
1 (R) V12(R)

V12(R) Ud
2 (R)

!

Hd

 

�d
1

�d
2

!

= E

 

�d
1

�d
2

!

• Hamiltonian matrix and Schrödinger equation (adiabatic case)

Had
=

 

Tnuc ⇥+�

⇥+� Tnuc

!

+

 

U+(R) 0

0 U�(R)

!

Had

 

�+

��

!

= E

 

�+

��

!

• transformation can be accomplished by orthogonal transformation
 

�+

��

!

= C

 

�d
1

�d
2

!

C =

 

cos �(R) sin �(R)

� sin �(R) cos �(R)

!

• mixing angle chosen such as to bring potential energy part of Hd into diagonal form
and back-transform brings kinetic energy part of Had into diagonal form1

�(R) =

1

2

arctan

✓

2|V12(R)|
|Ud

1 (R)� Ud
2 (R)|

◆

.

• general expression for transformation matrix elements

|C+(ā = 1)|2 = |C�(ā = 2)|2 = cos

2
�

�(R) +

⇡

4

[1� sgn(Ud
1 � Ud

2 )]
�

,

|C�(ā = 1)|2 = |C+(ā = 2)|2 = sin

2
�
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(R) and Vāb̄(R) = 0 in general cannot simultaneously be

fulfilled and one has avoided crossing
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ā (R) = Ud
b̄
(R) can in principle be fulfilled for any R

– adiab. rep.: Ud
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) = h ā|V (R,R(0)

)| b̄i

• expansion coefficients, i.e., the diabatic nuclear wave functions, are
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• diabatic vs. adiabatic representation 
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coupling 

• non-crossing rule: adiabatic states of the same symmetry do 
not cross

29

-� -� � � �

���

���

���

���

�

�
/ℏ
ω

THEORETICAL MOLECULAR PHYSICS 49
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3.4.2. Vibronic Coupling Theory.

• vibronic coupling refers to all phenomena due to mixing of electronic states by nuclear
motions

• here: goal is analysis of topology of the PES for polyatomics
• use diabatic representation (skip bar notation)

Hmol =

X

ab

(�abHa(R) + (1� �ab)Vab(R)) | aih b| .

• assume that nuclear motion can be described in harmonic approximation with respect to
some reference state (usually the ground state)

H0 =
1

2

X

⇠

⇣

p2⇠ + !2
⇠q

2
⇠

⌘

.

• for excited states we assume linear Taylor expansion of PES

Ha>0(q⇠) = H0 + Ea +

X

⇠

(a)⇠ q⇠ + . . .

• same expansion for coupling matrix elements

Vab(q⇠) = Vab(q⇠ = 0) +

X

⇠

�(ab)⇠ q⇠ + . . .

• tuning modes (totally symmetric) modify energy gap and lead to an intersection of the
PES which is allowed by symmetry

• coupling modes lift the degeneracy at the intersection to first order
• overall the shape of the PES is that of a double cone if viewed in a 2D subspace of these

modes
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‣ tuning modes 

‣ coupling modes 

conical intersection
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FIGURE 26. Model of two coupled harmonic PES which gives conical intersection.

Photostability of Life
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pairs in isolation by laser evaporation and subsequent cooling in a
supersonic jet. The isolated AT and GC base pairs can exist in a vari-
ety of structures (so-called conformers) which differ in the
hydrogen-bonding geometry.With sophisticated double-resonance
laser techniques and first-principles calculations of the vibrational
spectra, it has been possible to assign the observed spectra to specific
conformers [10]. The so-called Watson-Crick conformers of AT and
GC, that are the only ones relevant for biology, are displayed in Fig. 3.
It is seen that GC (AT) are connected by three (two) hydrogen bonds
(dotted lines). For the GC base pair, the spectra of three conformers
have been detected [10, 11]. Remarkably, the resonantly enhanced
multi-photon ionization spectrum of the Watson-Crick conformer of
GC is extremely weak and broad, in sharp contrast to the strong and
sharp signals of the two other conformers [11].An excited-state life-
time of a few femtoseconds has been estimated from the spectra of
the Watson-Crick conformer of GC. The UV spectrum of the Wat-
son-Crick conformer of AT has not yet been observed.

Calculations of the potential-energy functions of GC and AT
have led to the discovery of a new mechanism of excited-state
deactivation which is specific for hydrogen-bonded aromatic sys-
tems [12]. The calculations have revealed that electron-driven
proton-transfer processes between the bases play an important role
in the photophysics of these systems. The key player in this mech-
anism is a “dark” charge-transfer (CT) state which connects the
optically accessible locally-excited state with the electronic ground
state via two conical intersections along the proton-transfer coor-
dinate. The exceptionally short lifetime of the UV-absorbing states
of the Watson-Crick conformer of the GC base pair is explained by
a barrierless access to the reactive charge-transfer state, see Fig. 4a,
which provides the mechanism for fast return of the photoexcited
system to the electronic ground state. In the two other conformers
of GC, the photochemically reactive charge-transfer state is locat-
ed higher in energy, resulting in a barrier along the proton-transfer
reaction path and thus a considerably longer excited-state lifetime
[12]. The same qualitative features are predicted by the calculations
for the AT base pair: only in the Watson-Crick conformer the local-
ly-excited state is crossed near its minimum by the reactive
charge-transfer state, see Fig. 4b [12]. These results suggest that
the biologically relevant Watson-Crick structures of GC and AT are
distinguished by uniquely efficient excited-state deactivation
mechanisms which maximize their photostability.

Additional evidence for enhanced excited-state deactivation via
the electron-driven proton-transfer mechanism has also been
found for a biomimetic model of the Watson-Crick base pairs, the
2-aminopyridine dimer. Femtosecond time-resolved pump-probe
measurements have revealed that the excited-state lifetime is short-
ened by a factor of twenty in the hydrogen-bonded dimer [13].
Calculations have predicted the existence of a reactive charge-
transfer state in the dimer, which connects the locally-excited state
with the electronic ground state via two conical intersections [13].

Photostability of proteins
The so-called secondary structure of folded native proteins is deter-
mined to a large extent by hydrogen bonds between NH and CO
groups of the backbone.Well-known structural motifs in proteins are
α-helices and β-sheets. At present, ab initio electronic-structure
calculations of excited electronic states are possible only for relative-
ly small oligomers of amino acids, which are called peptides.

The molecular structure of a small peptide, the glycine trimer,
is shown as inset in Fig. 5. The dangling bonds of the backbone
have been capped by methyl groups. This structure is a model of a
so-called β-turn of the peptide backbone which is stabilized by a
C=O…H-N hydrogen bond (dotted line).

! Fig. 4: Potential-energies of the ground state (S0), the lowest
locally-excited states (1nπ*(LE), 1ππ*(LE)) and the lowest charge-
transfer state (1ππ*(CT)) as functions of the proton-transfer
coordinate in the GC (a) and AT (b) Watson-Crick base pairs. The
excited-state energies have been calculated at the minimum-energy
geometries of the respective states, while this designated as S0

(CT )

has been determined at the minimum-energy geometries of the
charge-transfer state

! Fig. 5: Potential-energies of the locally-excited state (blue), the
charge-transfer state (red) and the electronic ground state (black) as
functions of the proton-transfer coordinate in the glycine trimer. The
1nπ*(LE) and 1ππ*(CT) energies have been determined at the
minimum-energy geometries of the respective states. The ground-
state energies designated as S0 have been calculated at the
minimum-energy geometries of the S0 state, while those designated
as S0

CT have been determined at the minimum-energy geometries of
the charge-transfer state.

europhysicsnews number 4 • volume 37 • 21

features

minimum of the lowest excited singlet state (1nπ*, where n denotes
a nonbonding molecular orbital) of adenine. It can be reached in a
nearly barrierless manner from the first 1ππ* state, which is the lowest
UV absorbing state of adenine.Similar results have been obtained for
cytosine, guanine and thymine. Taken together, these computational
results confirm the existence of very efficient channels of radiation-
less deactivation in the DNA bases. The DNA bases thus appear to
be optimized with respect to photostability. This property can
explain the selection of just these four species at the beginning of
the biological evolution. They may have played the role of integrat-
ed sunscreens in the earliest biopolymers (presumably RNA).

Photostability of DNA base pairs
It is a most remarkable feature of life that only two base pairs (ade-
nine-thymine (AT) and guanine-cytosine (GC)) encode all the
genetic information. Recently, is has become possible to obtain the
electronic and vibrational spectra of these hydrogen-bonded base

neglected, become infinite. The molecule thus can switch extremely
efficiently from the energy surface of the excited state to the energy
surface of the electronic ground state at such conical intersections.
Extensive research in computational chemistry during the last decade
has revealed that (i) conical intersections are indeed ubiquitous in
polyatomic molecules [4, 5] and (ii) internal conversion at conical
intersections is essentially instantaneous, that is, it occurs within a
fraction of the relevant vibrational periods [6, 7]. Conical intersec-
tions thus are the key mechanistic elements for photostability,
provided they are accessible in a barrierless manner on the excited-
state potential-energy surface. A schematic view of the radiative
excitation process and the rapid radiationless deactivation process via
a conical intersection is shown in Fig. 1.While the excitation process
is “vertical”, that is, occurs at the ground-state equilibrium geometry
of the molecule, the deactivation process involves a photochemical
reaction which is aborted at the conical intersection.

It is clear from this brief outline that a reliable first-principles
characterization of the electronic potential-energy surfaces is
essential for the theoretical understanding of photostability. We
cannot cover here the rather involved technical aspects of these
calculations. Detailed information about the electronic-structure
methods can be found in the quoted literature.

Photostability of isolated DNA bases
Photostability of the molecular encoding of genetic information
clearly is of utmost importance for the existence of life. Although
the DNA bases absorb strongly in the 200 – 300 nm range, the
quantum yields of their photoproducts are very low. The kinetics of
the radiationless decay of individual DNA bases has been investi-
gated in the gas phase as well as in solution, see [8] for a recent
review. The measured lifetimes indeed are very short, of the order
of a few hundred femtoseconds in solution [8].

It has recently been shown by several research groups that the
methods of ab initio quantum chemistry can contribute significant-
ly to the identification of the excited-state deactivation mechanisms
of isolated DNA bases (see [9] and references therein). Two types
of photochemical reaction paths, which lead to low-lying conical
intersections of excited-state and ground-state energy surfaces,have
been identified: (i) the torsion of certain C-N bonds of the six-
membered rings, and (ii) the abstraction of hydrogen atoms from
azine or amino groups. Fig. 2 shows, as an example, the energy pro-
files of the electronic ground state (S0) and the three lowest excited
states of adenine as a function of the reaction coordinate (primari-
ly torsion of the C2N3 bond of the six-membered ring of adenine)
leading to the lowest-energy conical intersection.

The curve crossings, which are accentuated by colored circles in
Fig. 2, become conical intersections when the remaining nuclear
degrees of freedom are taken into account. It is seen that the stabi-
lization of the second excited singlet state of ππ* character (π/π* are
occupied/unoccupied molecular orbitals with a node in the molec-
ular plane) leads to a conical intersection of this state with the
electronic ground state. This intersection is lower in energy than the

! Fig. 2: Potential-energy profiles of the ground state (S0) and the
lowest excited singlet states (1nπ*, 1ππ*) of adenine along the
reaction path leading from the ground-state equilibrium geometry
(left) to the S1-S0 conical intersection (right).
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Life appears as incredibly complex when it is investigated with
atomic resolution.However,the vast majority of biological matter

consists of rather few building blocks, which are comparatively sim-
ple organic molecules. The building blocks of life are, first of all, the
four nuclei acid bases adenine, cytosine, guanine and thymine (see
Scheme I), which encode the genetic information of all living crea-
tures in DNA (deoxyribonucleic acid). The exceedingly multifarious
world of proteins is built from only 20 amino acids (a few of them
are shown in Scheme II). Another widespread molecular motif are
carbohydrates (e.g.,sugars).Sugar molecules are part of the backbone
of DNA and of structure-forming biopolymers such as cellulose.

Organic molecules are not stable under persistent irradiation with
ultraviolet (UV) light. UV photons can break covalent bonds and
thus can induce a great variety of chemical transformations (iso-
merizations or fragmentations). In view of this, it is amazing that life
can thrive under full exposition to sunlight. Moreover, biogenesis
took place long before the formation of the stratospheric ozone layer
(which today filters out the most dangerous UV components of sun-
light) and thus under conditions of extremely intense
short-wavelength UV radiation. As pointed out by Sagan, this must
have resulted in an extreme selection pressure for UV protection [1].
These considerations suggest that photostability may have been the
decisive selection criterion which has determined the molecular
architecture of life at the beginning of the biological evolution.

In this article, we discuss recent theoretical and experimental
results which support the hypothesis that the fundamental build-
ing blocks as well as the supramolecular structures of life are
optimized with respect to photostability.

Photostability
The concept of photostability and the physical mechanisms pro-
viding photostability can best be explained by referring to so-called
photostabilizers [2], which are in widespread technical use for the
protection of organic polymers. Photostabilizers are organic com-
pounds (usually intramolecularly hydrogen-bonded aromatic
molecules) which absorb UV photons with a large cross section
and convert the photon energy into heat, without undergoing
destructive photochemical reactions. The best photostabilizers
can neutralize nearly a million of photons before being destroyed
by a photochemical reaction. The essential mechanism is ultrafast
radiationless decay of the photoexcited singlet state to the elec-
tronic ground state. This process is called internal conversion. It

converts the potentially dangerous energy of the UV photon into
vibrational energy (heat) which is subsequently dissipated into the
environment. As we shall discuss below, the DNA bases and espe-
cially the supramolecular structures of DNA and proteins avail
themselves of very efficient excited-state deactivation mechanisms
which are similar to those of commercial photostabilizers.

Potential-energy surfaces, 
conical intersections and radiationless decay
To explain the physical mechanisms of photostability, it is necessary
to introduce two fundamental theoretical concepts. The first con-
cept is the Born-Oppenheimer (BO) potential-energy surface. As is
well known, the BO approximation is based on the large mass differ-
ence between electrons and nuclei, resulting in a separation of time
scales. It is usually a good approximation to assume that the fast
electrons follow instantaneously the much slower motion of the
nuclei. In this BO adiabatic approximation,the nuclear motion is thus
tied to a particular eigenvalue of the electronic Schrödinger equation,
the so-called BO potential-energy surface.The second concept is the
conical intersection of BO potential-energy surfaces,dating back to a
fundamental paper by von Neumann und Wigner [3]. Von Neu-
mann and Wigner realized that in a polyatomic molecule, other
than in diatomic molecules, BO energy surfaces generically are
allowed to have exact crossings. These crossings are called conical
intersections, since the energy surfaces have the shape of a double
cone in a suitable two-dimensional subspace of the nuclear coordi-
nates.At these conical intersections, the BO adiabatic approximation
is strictly invalid, since the nonadiabatic couplings, which usually are

The chemical physics of the photostability of life
Andrzej L. Sobolewski 1 and Wolfgang Domcke 2

1 Institute of Physics, Polish Academy of Sciences, PL-02668 Warsaw • Poland • Email: sobola@ifpan.edu.pl
2 Department of Chemistry, Technical University of Munich, D-85747 Garching • Germany

adenine thymine guanine                cytosine

! Scheme I " Scheme II

glycine alanine glutamine

! Fig. 1: Schematic view of
the radiative excitation of a

chromophore and its
deactivation via a conical

intersection of the S1 and S0

energy surfaces. The dots and
arrows are intended to give a

qualitative visualization of the
motion of the optically prepared

wave packet.

europhysicsnews
Article available at http://www.europhysicsnews.org or http://dx.doi.org/10.1051/epn:2006405

Sobolewski, Domcke, Europhys. News 37, 20  (2006)

FIGURE 27. Importance of conical intersections.
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pairs in isolation by laser evaporation and subsequent cooling in a
supersonic jet. The isolated AT and GC base pairs can exist in a vari-
ety of structures (so-called conformers) which differ in the
hydrogen-bonding geometry.With sophisticated double-resonance
laser techniques and first-principles calculations of the vibrational
spectra, it has been possible to assign the observed spectra to specific
conformers [10]. The so-called Watson-Crick conformers of AT and
GC, that are the only ones relevant for biology, are displayed in Fig. 3.
It is seen that GC (AT) are connected by three (two) hydrogen bonds
(dotted lines). For the GC base pair, the spectra of three conformers
have been detected [10, 11]. Remarkably, the resonantly enhanced
multi-photon ionization spectrum of the Watson-Crick conformer of
GC is extremely weak and broad, in sharp contrast to the strong and
sharp signals of the two other conformers [11].An excited-state life-
time of a few femtoseconds has been estimated from the spectra of
the Watson-Crick conformer of GC. The UV spectrum of the Wat-
son-Crick conformer of AT has not yet been observed.

Calculations of the potential-energy functions of GC and AT
have led to the discovery of a new mechanism of excited-state
deactivation which is specific for hydrogen-bonded aromatic sys-
tems [12]. The calculations have revealed that electron-driven
proton-transfer processes between the bases play an important role
in the photophysics of these systems. The key player in this mech-
anism is a “dark” charge-transfer (CT) state which connects the
optically accessible locally-excited state with the electronic ground
state via two conical intersections along the proton-transfer coor-
dinate. The exceptionally short lifetime of the UV-absorbing states
of the Watson-Crick conformer of the GC base pair is explained by
a barrierless access to the reactive charge-transfer state, see Fig. 4a,
which provides the mechanism for fast return of the photoexcited
system to the electronic ground state. In the two other conformers
of GC, the photochemically reactive charge-transfer state is locat-
ed higher in energy, resulting in a barrier along the proton-transfer
reaction path and thus a considerably longer excited-state lifetime
[12]. The same qualitative features are predicted by the calculations
for the AT base pair: only in the Watson-Crick conformer the local-
ly-excited state is crossed near its minimum by the reactive
charge-transfer state, see Fig. 4b [12]. These results suggest that
the biologically relevant Watson-Crick structures of GC and AT are
distinguished by uniquely efficient excited-state deactivation
mechanisms which maximize their photostability.

Additional evidence for enhanced excited-state deactivation via
the electron-driven proton-transfer mechanism has also been
found for a biomimetic model of the Watson-Crick base pairs, the
2-aminopyridine dimer. Femtosecond time-resolved pump-probe
measurements have revealed that the excited-state lifetime is short-
ened by a factor of twenty in the hydrogen-bonded dimer [13].
Calculations have predicted the existence of a reactive charge-
transfer state in the dimer, which connects the locally-excited state
with the electronic ground state via two conical intersections [13].

Photostability of proteins
The so-called secondary structure of folded native proteins is deter-
mined to a large extent by hydrogen bonds between NH and CO
groups of the backbone.Well-known structural motifs in proteins are
α-helices and β-sheets. At present, ab initio electronic-structure
calculations of excited electronic states are possible only for relative-
ly small oligomers of amino acids, which are called peptides.

The molecular structure of a small peptide, the glycine trimer,
is shown as inset in Fig. 5. The dangling bonds of the backbone
have been capped by methyl groups. This structure is a model of a
so-called β-turn of the peptide backbone which is stabilized by a
C=O…H-N hydrogen bond (dotted line).

! Fig. 4: Potential-energies of the ground state (S0), the lowest
locally-excited states (1nπ*(LE), 1ππ*(LE)) and the lowest charge-
transfer state (1ππ*(CT)) as functions of the proton-transfer
coordinate in the GC (a) and AT (b) Watson-Crick base pairs. The
excited-state energies have been calculated at the minimum-energy
geometries of the respective states, while this designated as S0

(CT )

has been determined at the minimum-energy geometries of the
charge-transfer state

! Fig. 5: Potential-energies of the locally-excited state (blue), the
charge-transfer state (red) and the electronic ground state (black) as
functions of the proton-transfer coordinate in the glycine trimer. The
1nπ*(LE) and 1ππ*(CT) energies have been determined at the
minimum-energy geometries of the respective states. The ground-
state energies designated as S0 have been calculated at the
minimum-energy geometries of the S0 state, while those designated
as S0

CT have been determined at the minimum-energy geometries of
the charge-transfer state.
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minimum of the lowest excited singlet state (1nπ*, where n denotes
a nonbonding molecular orbital) of adenine. It can be reached in a
nearly barrierless manner from the first 1ππ* state, which is the lowest
UV absorbing state of adenine.Similar results have been obtained for
cytosine, guanine and thymine. Taken together, these computational
results confirm the existence of very efficient channels of radiation-
less deactivation in the DNA bases. The DNA bases thus appear to
be optimized with respect to photostability. This property can
explain the selection of just these four species at the beginning of
the biological evolution. They may have played the role of integrat-
ed sunscreens in the earliest biopolymers (presumably RNA).

Photostability of DNA base pairs
It is a most remarkable feature of life that only two base pairs (ade-
nine-thymine (AT) and guanine-cytosine (GC)) encode all the
genetic information. Recently, is has become possible to obtain the
electronic and vibrational spectra of these hydrogen-bonded base

neglected, become infinite. The molecule thus can switch extremely
efficiently from the energy surface of the excited state to the energy
surface of the electronic ground state at such conical intersections.
Extensive research in computational chemistry during the last decade
has revealed that (i) conical intersections are indeed ubiquitous in
polyatomic molecules [4, 5] and (ii) internal conversion at conical
intersections is essentially instantaneous, that is, it occurs within a
fraction of the relevant vibrational periods [6, 7]. Conical intersec-
tions thus are the key mechanistic elements for photostability,
provided they are accessible in a barrierless manner on the excited-
state potential-energy surface. A schematic view of the radiative
excitation process and the rapid radiationless deactivation process via
a conical intersection is shown in Fig. 1.While the excitation process
is “vertical”, that is, occurs at the ground-state equilibrium geometry
of the molecule, the deactivation process involves a photochemical
reaction which is aborted at the conical intersection.

It is clear from this brief outline that a reliable first-principles
characterization of the electronic potential-energy surfaces is
essential for the theoretical understanding of photostability. We
cannot cover here the rather involved technical aspects of these
calculations. Detailed information about the electronic-structure
methods can be found in the quoted literature.

Photostability of isolated DNA bases
Photostability of the molecular encoding of genetic information
clearly is of utmost importance for the existence of life. Although
the DNA bases absorb strongly in the 200 – 300 nm range, the
quantum yields of their photoproducts are very low. The kinetics of
the radiationless decay of individual DNA bases has been investi-
gated in the gas phase as well as in solution, see [8] for a recent
review. The measured lifetimes indeed are very short, of the order
of a few hundred femtoseconds in solution [8].

It has recently been shown by several research groups that the
methods of ab initio quantum chemistry can contribute significant-
ly to the identification of the excited-state deactivation mechanisms
of isolated DNA bases (see [9] and references therein). Two types
of photochemical reaction paths, which lead to low-lying conical
intersections of excited-state and ground-state energy surfaces,have
been identified: (i) the torsion of certain C-N bonds of the six-
membered rings, and (ii) the abstraction of hydrogen atoms from
azine or amino groups. Fig. 2 shows, as an example, the energy pro-
files of the electronic ground state (S0) and the three lowest excited
states of adenine as a function of the reaction coordinate (primari-
ly torsion of the C2N3 bond of the six-membered ring of adenine)
leading to the lowest-energy conical intersection.

The curve crossings, which are accentuated by colored circles in
Fig. 2, become conical intersections when the remaining nuclear
degrees of freedom are taken into account. It is seen that the stabi-
lization of the second excited singlet state of ππ* character (π/π* are
occupied/unoccupied molecular orbitals with a node in the molec-
ular plane) leads to a conical intersection of this state with the
electronic ground state. This intersection is lower in energy than the

! Fig. 2: Potential-energy profiles of the ground state (S0) and the
lowest excited singlet states (1nπ*, 1ππ*) of adenine along the
reaction path leading from the ground-state equilibrium geometry
(left) to the S1-S0 conical intersection (right).
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structures of the
guanine-cytosine (a) and
adenine-thymine (b)
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red: oxygen; grey:
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Life appears as incredibly complex when it is investigated with
atomic resolution.However,the vast majority of biological matter

consists of rather few building blocks, which are comparatively sim-
ple organic molecules. The building blocks of life are, first of all, the
four nuclei acid bases adenine, cytosine, guanine and thymine (see
Scheme I), which encode the genetic information of all living crea-
tures in DNA (deoxyribonucleic acid). The exceedingly multifarious
world of proteins is built from only 20 amino acids (a few of them
are shown in Scheme II). Another widespread molecular motif are
carbohydrates (e.g.,sugars).Sugar molecules are part of the backbone
of DNA and of structure-forming biopolymers such as cellulose.

Organic molecules are not stable under persistent irradiation with
ultraviolet (UV) light. UV photons can break covalent bonds and
thus can induce a great variety of chemical transformations (iso-
merizations or fragmentations). In view of this, it is amazing that life
can thrive under full exposition to sunlight. Moreover, biogenesis
took place long before the formation of the stratospheric ozone layer
(which today filters out the most dangerous UV components of sun-
light) and thus under conditions of extremely intense
short-wavelength UV radiation. As pointed out by Sagan, this must
have resulted in an extreme selection pressure for UV protection [1].
These considerations suggest that photostability may have been the
decisive selection criterion which has determined the molecular
architecture of life at the beginning of the biological evolution.

In this article, we discuss recent theoretical and experimental
results which support the hypothesis that the fundamental build-
ing blocks as well as the supramolecular structures of life are
optimized with respect to photostability.

Photostability
The concept of photostability and the physical mechanisms pro-
viding photostability can best be explained by referring to so-called
photostabilizers [2], which are in widespread technical use for the
protection of organic polymers. Photostabilizers are organic com-
pounds (usually intramolecularly hydrogen-bonded aromatic
molecules) which absorb UV photons with a large cross section
and convert the photon energy into heat, without undergoing
destructive photochemical reactions. The best photostabilizers
can neutralize nearly a million of photons before being destroyed
by a photochemical reaction. The essential mechanism is ultrafast
radiationless decay of the photoexcited singlet state to the elec-
tronic ground state. This process is called internal conversion. It

converts the potentially dangerous energy of the UV photon into
vibrational energy (heat) which is subsequently dissipated into the
environment. As we shall discuss below, the DNA bases and espe-
cially the supramolecular structures of DNA and proteins avail
themselves of very efficient excited-state deactivation mechanisms
which are similar to those of commercial photostabilizers.

Potential-energy surfaces, 
conical intersections and radiationless decay
To explain the physical mechanisms of photostability, it is necessary
to introduce two fundamental theoretical concepts. The first con-
cept is the Born-Oppenheimer (BO) potential-energy surface. As is
well known, the BO approximation is based on the large mass differ-
ence between electrons and nuclei, resulting in a separation of time
scales. It is usually a good approximation to assume that the fast
electrons follow instantaneously the much slower motion of the
nuclei. In this BO adiabatic approximation,the nuclear motion is thus
tied to a particular eigenvalue of the electronic Schrödinger equation,
the so-called BO potential-energy surface.The second concept is the
conical intersection of BO potential-energy surfaces,dating back to a
fundamental paper by von Neumann und Wigner [3]. Von Neu-
mann and Wigner realized that in a polyatomic molecule, other
than in diatomic molecules, BO energy surfaces generically are
allowed to have exact crossings. These crossings are called conical
intersections, since the energy surfaces have the shape of a double
cone in a suitable two-dimensional subspace of the nuclear coordi-
nates.At these conical intersections, the BO adiabatic approximation
is strictly invalid, since the nonadiabatic couplings, which usually are
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Molecules in the Condensed Phase
• examples: 

‣ solute-solvent system 

‣ host-guest solid state  

‣ chromophores in biomolecules

32

potentials 

QM, MM, QM/MM

trajectories 

classical, quasi-classical, 
semiclassical

quantum propagation 

wavefunction, reduced 
density

on-the-fly a priori PES, models



• from PES to classical force fields 

‣ Newton’s equation for classical nuclei 

‣ ab initio Born-Oppenheimer Molecular Dynamics (AIMD) 

‣ Molecular Mechanics (MM) force fields

33

• Quantum Mechanics/Molecular Mechanics (QM/MM) method

34

QM
MM



• Quantum Mechanics: System-Bath models 

‣ recall reaction surface Hamiltonian 

‣ spectrum of bath modes arbitrary 

‣ Caldeira-Leggett model 

‣ fluctuating force picture 

‣ stochastic models (Kubo, Haken-Strobl-Reineker)

35

relevant system bath system-bath coupling

Quantum Dynamics: Schrödinger Equation

• standard approach 

‣ formal solution via time evolution operator 

‣ if eigenstates are known 

‣ if eigenstates are unknown, but some meaningful basis exists 

‣ follows from Dirac-Frenkel variational principle

36



• Simple example: Dynamics in a double well
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MOLECULAR QUANTUM DYNAMICS 31

3. WAVE PACKET DYNAMICS

3.1. A Simple Example.
• if the Hamiltonian is time-independent, we can use its eigenfunctions, Eq. (??) to ex-

press a time-dependent state as

(116) | (t)i =

X

n

cn(t)|�ni =

X

n

cne
�iEnt/~|�ni

(117) i~ d

dt
| (t)i =

X

n

cnEne
�iEnt~|�ni =

ˆH| (t)i =

X

n

cne
�iEnt/~

ˆH|�ni

• Eqn. (116) gives the general wave packet dynamics for bound states. For this purpose,
one needs to solve ˆH|�ni = En|�ni and cn = h�n| (0)i.

• example symmetric double minimum potential

(118) V (x) =

Ebarrier

x4
0

(x� x0)
2
(x + x0)

2

• superpositon of the two lowest states of a symmetric double minimum potential, see
Fig. 30, gives initial state confined in the left or right well

(119)  L/R(x; 0) =

1p
2

(�0(x) ± �1(x))

• wave packet localized in the left/right potential well what gives expansion coefficients

(120) c0 =

1p
2

, c1 = ± 1p
2
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FIGURE 30. Symmetric double minimum eigenfunctions (n = 0, 1, 2, 3) at re-
spective energies (Ebarrier/hc = 1500 cm�1, x0 = 0.5 Å, m = 1.0 a.m.u.).
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FIGURE 31. Wave packet dynamics of a superposition state formed by the two
lowest states of the double minimum potential, Eq. (120) in Fig. 30 (see also
Fig. 32).

• wave packet dynamics

| L/R(x; t)|2 =

1

2

�

e�iE
0

t/~�0(x) ± e�iE
1

t/~�1(x)

� �

eiE
0

t/~�⇤0(x) ± eiE
1

t/~�⇤1(x)

�

=

1

2

�|�0(x)|2 + |�1(x)|2� ± �0(x)�1(x) cos((E1 � E0)t/~)(121)

• oscillatory motion (with frequency !10 = 2⇡⌫10 = 2⇡/⌧10 = (E1 � E0)/~) between
left and right localized state

• Heisenberg-type relation

(122) ⌧10(E1 � E0) = h

• first paper on tunneling dynamics by F. Hund, 1928 3

• the time evolution can be analyzed further, e.g., by looking at the expectation value of
the coordinate x

(123)

hxi(t) = h L/R(t)|x̂| L/R(t)i = ±
Z

dx�0(x)x̂�1(x) cos(!10t) = ± cos(!10t)hxi(t = 0)

3F. Hund, Zeitschrift f. Physik 51 (1928) 204.
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1

t/~�⇤1(x)

�

=

1

2

�|�0(x)|2 + |�1(x)|2� ± �0(x)�1(x) cos((E1 � E0)t/~)(121)

• oscillatory motion (with frequency !10 = 2⇡⌫10 = 2⇡/⌧10 = (E1 � E0)/~) between
left and right localized state

• Heisenberg-type relation

(122) ⌧10(E1 � E0) = h

• first paper on tunneling dynamics by F. Hund, 1928 3

• the time evolution can be analyzed further, e.g., by looking at the expectation value of
the coordinate x

(123)

hxi(t) = h L/R(t)|x̂| L/R(t)i = ±
Z

dx�0(x)x̂�1(x) cos(!10t) = ± cos(!10t)hxi(t = 0)

3F. Hund, Zeitschrift f. Physik 51 (1928) 204.

‣ tunneling frequency

• harmonic  vs. Morse oscillator
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• state preparation
– consider model which describes instantaneous excitation between two electronic

states
– first example: shifted harmonic oscillators

V1(x) =

1

2

m!2
1x

2

V2(x) = V (0)
2 +

1

2

m!2
2(x� x(0)

2 )

2(159)

– the initially displaced Gaussian is a superposition state in the potential V2; the ex-
pansion coefficients are shown in Fig. 39
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FIGURE 38. Two shifted harmonic oscillators. The arrow indicates the vertical
displacement of the ground state wave packet from potential 1 to potential 2
(V (0)

2 = 0, !1/2⇡c = !2/2⇡c = 500 cm�1, m = 1.0 a.m.u., x(0)
2 = 0.5 Å).

FIGURE 39. (Franck-Condon) coefficients of the vertically displaced wave
packet in Fig. 38
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FIGURE 40. Wave packet evolution for the scenario of Fig. 38.
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FIGURE 41. Coordinate expectation value and modulus of the autocorrelation
functions for wave packet evolution shown in Fig. 40

– the maximum of the wave packet follow the classical trajectory and the autocorrela-
tion function indicates a periodic coincidence with the initial state, i.e. recurrences
or revivals
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FIGURE 42. A harmonic potential and a shifted Morse potential. The arrow in-
dicates the vertical displacement of the ground state wave packet from potential
1 to potential 2 (V (0)

2 = 0, !1/2⇡c = 500 cm�1, m = 1.0 a.m.u. De/hc = 15000

cm�1, � = 0.357 Å�1, x(0)
2 = 1 Å).

3.3. Wave Packet Dispersion and Revivals.
• the anharmonicity of a Morse potential leads to a considerable deviation from this sim-

ple behavior

V1(x) =

1

2

m!2
1x

2

V2(x) = V (0)
2 + De(1� exp(��(x� x(0)

2 ))

2(160)
• let’s first look at the wave packet dynamics in Fig. 43 which shows a rapid spreading

(dispersion)
• consequently the autocorrelation function decays and the coordinate expectation value

becomes classically meaningless
• however, at longer times, the different components of the wave packet are getting in

phase again and full revivals are observed; Fig. 44
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FIGURE 43. Wave packet evolution for the scenario of Fig. 42
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‣ wave packet dephasing



• multi-dimensional extension (f DOF) 

‣ example: f=6, N=20 there are 206=64x106 basis functions 

‣ requires 3GB of memory for propagation 

‣ dimensionality bottleneck
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(179) dn(t) =

N
X

m=1

Hnm(t)cm(t) = i~dcn(t)

dt

• most important thing to realize is that this is a time-local variational optimization, which
guarantees only that the error for one time step is minimized, no global error minimiza-
tion and error propagation

• this result is also obtained by the more famous Dirac-Frenkel principle

(180) h� |H(t)� i~ @

@t
| i = 0

• note, however, that there are some subtle differences, the most significant being that
strictly speaking this is no variational principle as it is not clear what functional is min-
imized (for special cases functionals can be given, see Ref. 7)

• generalization to f DOFs (x1, x2, . . . , xf )

(181)  (x1, . . . xf , t) =

N
1

X

j
1

=1

· · ·
Nf
X

jf=1

Cj
1

...jf
(t) �(1)

j
1

(x1) · · ·�(f)
jf

(xf )

• N denotes the number of basis functions employed for the -th DOF
• from variational principle we will again get a set of equations:

(182) i~ ˙Cj
1

,...,jf
=

X

k
1

,...,kf

h�(1)
j
1

. . . �(f)
jf

|H|�(1)
k
1

. . . �(f)
kf
iCk

1

,...,kf

• more compact notation with J = {j1, . . . , jf}
(183) i~ ˙CJ =

X

K

HJKCK

• suppose f = 6 and N = 20, the basis contains 206=64⇥10

6 functions
• need three complex C vectors per propagation step which requires memory of 3GB
• not feasible for f > 6 due to exponential scaling

3.4.2. Time-Dependent Hartree Method.
• time-dependent Hartree (basis set is time-dependent) (TDH)

(184)  (x1, . . . xf , t) = a(t) �(1)
(x1, t) · · ·�(f)

(xf , t)

• notice that this ansatz is not unique since every function can be multiplied by some
factor if another one is divided by this factor, arbitrariness is distributed by redundant
factor a(t)

• ensure unique equations of motion one has to introduce constraints, which fix the time
evolution of these free factors

(185) ih�() | ˙�()i = g()
(t)  = 1, · · · , f

• convenient choice of the constraints can be used to bring the equations of motion to a
most suitable form

• notice that differentiating |�()|2 with respect to time yields 2Re < �()| ˙�() > which,
according to Eq. (185), equals �2Im g()

• if g() are real, norm will be conserved

7P. O. Löwdin et al. CPL 14, 1 (1972).
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• (partial) solution: time-dependent basis functions 

• application to reaction surface Hamiltonian

40

φ (1)(t = 0) φ (1)(t > 0)

φ (2)(t > 0)

φ (2)(t = 0)

x1

x2

Ψ(t = 0)

Ψ(t > 0)

Hartree product



• coupled equations of motion (via Frenkel-Dirac principle) 

‣ active coordinate 

‣ spectator modes = driven oscillators 

‣ mean fields

41
PT coordinate

A
...

.B

PT coordinate

F(
s)

42

• multi-configuration time-dependent Hartree (MCTDH) approach 
(Heidelberg group, H.D. Meyer, L. Cederbaum and coworkers) 

‣ time-dependent compact basis 

‣ optimal representation of moving with wave packet 

‣ correlations included via superposition of Hartree products 

‣ high-dimensional dynamics via multi-layer extension (ML-MCTDH) 

‣ coupled equations of motion from Dirac-Frenkel principle

coefficient vector: 

vector of single particle functions:



Dissipative Quantum Dynamics

‣ system-bath (reservoir) situation

43

THEORETICAL MOLECULAR PHYSICS 103

6. DYNAMICS OF OPEN QUANTUM SYSTEMS

Topics

! concept of reduced statistical operator
! Quantum Master Equation
! multilevel Redfield equations
! bridging coherent and incoherent dynamics

6.1. The Reduced Statistical (Density) Operator (RDO).

• start with general system-bath (reservoir) Hamiltonian

H = HS +HS�R +HR .

• system coordinates s
• bath coordinates Z
• because of HS�R one cannot write

 (s, Z, t) 6= �S(s, t) �R(Z, t) ,

• we do not even want to have total wave function and seek for a reduced description of S
• reduction possible on the level of probability densities only | (s, Z, t)|2

elementary processes in complex systems

energy flow
photodissociation
structural change relaxation

dissipation
recombination

spectroscopy
& laser control

Mb-CO    

D. Dlott

relevant subsystem

FIGURE 64. Example for system-bath situation: Carboxymyglobin.

• system-bath Hamiltonian 

• system defined by observable 

• introduction of reduced density operator 

• Liouville-von Neumann equation for total statistical operator
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• motivation comes from specific experimental situation, i.e. expectation value of O =

O(s) is measured

hOi(t) =
Z

ds dZ  ⇤
(s, Z, t)O(s) (s, Z, t) ⌘ trS+R{W (t)O}

• introduce reduced density matrix

⇢(s, s̄, t) =

Z

dZ  ⇤
(s, Z, t) (s̄, Z, t) ! ⇢(t) = trR{W (t)}

hOi(t) =
Z

ds [O(s̄)⇢(s, s̄, t)]s=s̄ = trS{⇢(t)O}

• suppose {|ai} is basis in system space
• reduced density matrix

⇢ab(t) = ha|⇢(t)|bi .

• normalization gives condition for diagonal elements (populations)

trS{⇢(t)} ⌘
X

a

⇢aa(t) = 1 .

• total statistical operator obeys Liouville–von Neumann or Quantum Liouville equation
@

@t
W (t) = � i

~ [H,W (t)]

• to prepare for perturbational treatment we introduce interaction representation
• U0(t� t0) is a product of two “free” time–evolution operators

U0(t� t0) = exp

⇣

� i

~HS(t� t0)
⌘

exp

⇣

� i

~HR(t� t0)
⌘

• total density operator in interaction representation

W (I)
(t) = U+

0 (t� t0)W (t)U0(t� t0)

• equation of motion

@

@t
W (t) = � i

~ [H0,W (t)] + U0(t� t0)
@

@t
W (I)

(t)U+
0 (t� t0) ⌘ � i

~ [H,W (t)]

• gives EOM for total density operator in interaction representation

@

@t
W (I)

(t) = � i

~ [H
(I)
S�R(t),W

(I)
(t)]

H(I)
S�R(t) = U+

0 (t� t0)HS�RU0(t� t0)

• tracing out the bath yields EOM for RDO in interaction representation

@

@t
⇢(I)(t) = � i

~trR
n

[H(I)
S�R(t),W

(I)
(t)]

o
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• motivation comes from specific experimental situation, i.e. expectation value of O =

O(s) is measured

hOi(t) =
Z

ds dZ  ⇤
(s, Z, t)O(s) (s, Z, t) ⌘ trS+R{W (t)O}

• introduce reduced density matrix

⇢(s, s̄, t) =

Z

dZ  ⇤
(s, Z, t) (s̄, Z, t) ! ⇢(t) = trR{W (t)}

hOi(t) =
Z

ds [O(s̄)⇢(s, s̄, t)]s=s̄ = trS{⇢(t)O}

• suppose {|ai} is basis in system space
• reduced density matrix

⇢ab(t) = ha|⇢(t)|bi .

• normalization gives condition for diagonal elements (populations)

trS{⇢(t)} ⌘
X

a

⇢aa(t) = 1 .

• total statistical operator obeys Liouville–von Neumann or Quantum Liouville equation
@

@t
W (t) = � i

~ [H,W (t)]

• to prepare for perturbational treatment we introduce interaction representation
• U0(t� t0) is a product of two “free” time–evolution operators

U0(t� t0) = exp

⇣

� i

~HS(t� t0)
⌘

exp

⇣

� i

~HR(t� t0)
⌘

• total density operator in interaction representation

W (I)
(t) = U+

0 (t� t0)W (t)U0(t� t0)

• equation of motion

@

@t
W (t) = � i

~ [H0,W (t)] + U0(t� t0)
@

@t
W (I)

(t)U+
0 (t� t0) ⌘ � i

~ [H,W (t)]

• gives EOM for total density operator in interaction representation

@

@t
W (I)

(t) = � i

~ [H
(I)
S�R(t),W

(I)
(t)]

H(I)
S�R(t) = U+

0 (t� t0)HS�RU0(t� t0)

• tracing out the bath yields EOM for RDO in interaction representation

@

@t
⇢(I)(t) = � i

~trR
n

[H(I)
S�R(t),W

(I)
(t)]

o

104 O. KÜHN
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• derivation of the Quantum Master Equation (QME) 

‣ interaction representation 

‣ equation of motion for reduced density density operator 

‣ equation not closed, use perturbation theory based on formal solution
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• motivation comes from specific experimental situation, i.e. expectation value of O =

O(s) is measured

hOi(t) =
Z

ds dZ  ⇤
(s, Z, t)O(s) (s, Z, t) ⌘ trS+R{W (t)O}

• introduce reduced density matrix

⇢(s, s̄, t) =

Z

dZ  ⇤
(s, Z, t) (s̄, Z, t) ! ⇢(t) = trR{W (t)}

hOi(t) =
Z

ds [O(s̄)⇢(s, s̄, t)]s=s̄ = trS{⇢(t)O}

• suppose {|ai} is basis in system space
• reduced density matrix

⇢ab(t) = ha|⇢(t)|bi .

• normalization gives condition for diagonal elements (populations)

trS{⇢(t)} ⌘
X

a

⇢aa(t) = 1 .

• total statistical operator obeys Liouville–von Neumann or Quantum Liouville equation
@

@t
W (t) = � i

~ [H,W (t)]

• to prepare for perturbational treatment we introduce interaction representation
• U0(t� t0) is a product of two “free” time–evolution operators

U0(t� t0) = exp

⇣

� i

~HS(t� t0)
⌘

exp

⇣

� i

~HR(t� t0)
⌘

• total density operator in interaction representation

W (I)
(t) = U+

0 (t� t0)W (t)U0(t� t0)

• equation of motion

@

@t
W (t) = � i

~ [H0,W (t)] + U0(t� t0)
@

@t
W (I)

(t)U+
0 (t� t0) ⌘ � i

~ [H,W (t)]

• gives EOM for total density operator in interaction representation

@

@t
W (I)

(t) = � i

~ [H
(I)
S�R(t),W

(I)
(t)]

H(I)
S�R(t) = U+

0 (t� t0)HS�RU0(t� t0)

• tracing out the bath yields EOM for RDO in interaction representation

@

@t
⇢(I)(t) = � i

~trR
n

[H(I)
S�R(t),W

(I)
(t)]

o

THEORETICAL MOLECULAR PHYSICS 105

6.2. Quantum Master Equation (QME).

• goal is to have closed EOM for the RDO
• assume factorized S-R potential

HS�R =

X

u

Ku�u .

• bath stays in thermal equilibrium and initial state is not correlated

W (I)
(t) = ⇢(I)(t)⌦Req Req = e�H

R

/k
B

T/trR{e�H
R

/k
B

T}

• first order perturbation theory obtained by neglecting HS�R in evaluation of W (I)
(t),

i.e. W (I)
(t) = ⇢(I)(t)Req

@

@t
⇢(I)(t) = � i

~

h

trR{H(I)
S�RReq}, ⇢(I)(t)

i

.

• interaction enters only via average S-R potential, mean field approximation
@

@t
⇢̂(I)(t) = � i

~

h

X

u

K(I)
u (t) h�uiR, ⇢(I)(t)

i

h�uiR = trR{�uReq}

• mean–field Hamiltonian giving energy shift

H(I)
mf (t) =

X

u

K(I)
u (t) h�uiR

• back to Schrödinger representation
@

@t
⇢(t) = � i

~

h

HS +Hmf , ⇢(t)
i

.

• in model calculations one often assumes that mean field term is part of the definition of
the system

• this correspond to choosing h�uiR = 0

• second–order EOM
• start with formal solution of equation for total statistical operator

W (I)
(t) = W (I)

(t0)�
i

~

t
Z

t
0

dt0
h

H(I)
S�R(t

0
),W (I)

(t0)
i

.

• second order EOM is obtained upon inserting this expression into EOM for RDO and
using W (I)

(t0) = Req⇢(I)(t0)

• first term leads to mean-field term and is not considered further

@

@t
⇢(I)(t) = � 1

~2

t
Z

t
0

dt0 trR
n

[H(I)
S�R(t), [H

(I)
S�R(t

0
), Req⇢

(I)
(t0)]]

o

.

• expanding the commutators yields 4 terms

‣ assumptions: factorized S-R coupling & bath stays in equilibrium 

‣ second-order EOM for reduced density operator 

‣ four terms due to commutators  

‣ correlation function of bath fluctuations
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trR(. . .) =

X

uv

⇣

trR{�(I)
u (t)�(I)

v (t0)Req} K(I)
u (t)K(I)

v (t0)⇢̂(I)(t0)

�trR{�(I)
u (t)Req�

(I)
v (t0)}K(I)

u (t)⇢̂(I)(t0)K(I)
v (t0)

�trR{�(I)
v (t0)Req�

(I)
u (t)}K(I)

v (t0)⇢̂(I)(t0)K(I)
u (t)

+trR{Req�
(I)
v (t0)�(I)

u (t)}⇢̂(I)(t0)K(I)
v (t0)K(I)

u (t)
⌘

h�(I)
u (t)�(I)

v (t0)iR = trR{�(I)
u (t)�(I)

v (t0)Req}

= trR{ReqU
+
R (t� t0)�uUR(t� t0)�v}

= h�(I)
u (t� t0)�(I)

v (0)iR

trR{�(I)
u (t)Req�

(I)
v (t0)} = h�(I)

v (0)�

(I)
u (t� t0)iR ,

trR{�(I)
v (t)Req�

(I)
u (t0)} = h�(I)

u (t� t0)�(I)
v (0)iR ,

trR{Req�
(I)
v (t0)�(I)

u (t)} = h�(I)
v (0)�

(I)
u (t� t0)iR .

• these expression can be written more compactly after introducing the bath correlation

Cuv(t) =
1

~2 h��u(t)��v(0)iR =

1

~2 h�
(I)
u (t)�(I)

v (0)iR � 1

~2 h�uiRh�viR .

��u(t) = �

(I)
u (t)� h�uiR .

• describes fluctuations of the reservoir part of HS�R w.r.t. its average value.
• these are equilibrium fluctuations since they do not change canonical density operator

of reservoir
• notice that we have assumed that h�uiR = 0 for the present derivation; to obtain this

form without this assumption the so-called projection operator approach is necessary
• Quantum Master Equation (or density matrix equation in the second Born approxima-

tion)

@

@t
⇢(I)(t) = �

X

uv

t
Z

t
0

dt0
⇣

Cuv(t� t0)[K(I)
u (t), K(I)

v (t0)⇢(I)(t0)]

�Cvu(�t+ t0)[K(I)
u (t), ⇢(I)(t0)K(I)

v (t0)]
⌘

• transform QME into Schrödinger representation according to

@

@t
⇢(t) =

@

@t
[US(t� t0)⇢̂

(I)U+
S (t� t0)]�

= � i

~

h

HS, ⇢̂(t)
i

+ US(t� t0)
@

@t
⇢̂(I)(t)U+

S (t� t0)
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HS, ⇢̂(t)
i
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@
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S (t� t0)



‣ EOM in Schrödinger representation 

‣ r.h.s. contains free and dissipative evolution 

‣ retarded time argument leads to memory effects: non-
Markovian dynamics 

‣ memory time determined by bath correlation function, usually 

‣ Markov approximation (                  )
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@

@t
⇢ = � i

~ [HS, ⇢] +

✓

@⇢

@t

◆

diss

✓

@⇢

@t

◆

diss

= �
X

u,v

t�t
0
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• discussion
– right hand side contains free (coherent) system evolution and complex term due to
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• Quantum Master Equation (QME) 

• beyond the Markovian and perturbative QME 

‣ path integral method 

‣ hierarchy equations of motion 
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– upper limit to 1 since integrand is zero anyway if time step is larger than memory
rime

• it results the QME in Markov approximation with the dissipative part given by
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6.3. Multi–Level Redfield Equations.

• eigenvalue problem for HS,

HS|ai = Ea|ai .

• matrix elements of the system part of the system–reservoir coupling

ha|Ku|bi = K(u)
ab .

• time integrals can be viewed as half–sided Fourier transforms of certain memory func-
tions

• real part gives dissipation whereas imaginary part shifts energies and will not be con-
sidered in the following
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• Quantum Master Equation (or density matrix equation in the second Born approxima-
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– upper limit to 1 since integrand is zero anyway if time step is larger than memory
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• it results the QME in Markov approximation with the dissipative part given by
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• multi-level Redfield equations 

‣ eigenstates of the relevant system 

‣ Redfield relaxation tensor 

‣ damping matrix
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– upper limit to 1 since integrand is zero anyway if time step is larger than memory
rime

• it results the QME in Markov approximation with the dissipative part given by
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– upper limit to 1 since integrand is zero anyway if time step is larger than memory
rime

• it results the QME in Markov approximation with the dissipative part given by
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6.3. Multi–Level Redfield Equations.
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• harmonic oscillator bath (Caldeira-Leggett model) 

‣ correlation function 

‣ spectral density
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6.4. Harmonic Oscillator Reservoir.

• standard model in condensed phase dynamics
• bath Hamiltonian (Q⇠ = x⇠/
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• system-bath interaction assumed to be bilinear in system and bath coordinates (Caldeira-
Leggett model)
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• g⇠: coupling strength
• for this model the bath correlation function can be calculated exactly (n(!): Bose-
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• this expression can be rewritten as follows
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• the spectral density J(!) is the central quantity in condensed phase dynamics
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• density of states of the reservoir weighted by the coupling of the modes to the relecant
system

• sometimes the factors !2 and/or ⇡ are included into the definition of J(!)
• important to note: this is not related to the perturbation treatment given above
• with the help of spectral density bath correlation function can be written as (using
coth(~!/2kBT ) = 1 + 2n(!))
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• model spectral densities 

‣ Ohmic spectral density with cut-off: 

‣ Debye spectral density (solutes in polar solvents)
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• there are various models for the spectral density, but it can also be calculated in an
approximate way using classical molecular dynamics for a particular system

• in the so-called linear response limit (weak and mode-unspecific coupling) even an an-
harmonic bath can be mapped onto an effective harmonic oscillator bath described by a
spectral density

6.5. Model Spectral Densities.

• Debye spectral density

!2J(!) = ⇥(!)
j0!

!2
+ !2

D

– typical for the description of the coupling of solutes to polar solvents
– !D: Debye frequency; j0: coupling strength
– consider high-temperature limit: kBT � ~!D where coth(~!/2kBT ) by 2kBT/~!
– replacing ! sin(!t) by the time derivative of cos(!t) one obtains

C(t) =
j0
~

⇣

2kBT + i~ @

@t

⌘

1
Z

0

d!
cos(!t)

!2
+ !2

D

– since the integrand is an even function we can extend the frequency integral up to
�1 and calculate it using the residue theorem (C1 and C2 are closed integration
contours in complex plane)
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– correlation function for Debye model

C(t) =
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– decays with rate !D, i.e. !�1
D is correlation time

– if !�1
D ! 0 we have so-called Ohmic behaviour, C(!) / ! and we recover Mar-

kovian limit C(t) ⇡ �(t)
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FIGURE 65. Debye spectral density for different Debye frequencies.

• Ohmic spectral density with cutoff
– model which corrects bare Ohmic spectral density to account for finite range of

available frequencies

!2J(!) = ⇥(!) j0 ! e�!/!
c

– cut–off frequency !c

• electronic transitions (Huang-Rhys model)

J(ohmic)(ω)

J(eff)(ω)

H. Naundorf, O.K. PCCP 5, 79 (2003)

Spectral Density PMME in CCl4 at 300K

FIGURE 66. Ohmic spectral density compared to simulation data (classical
molecular dynamics) obtained for the interaction of a low-frequency H-bond
vibration in CCl4 solution. Here, we assumed K(s) = s.
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FIGURE 66. Ohmic spectral density compared to simulation data (classical
molecular dynamics) obtained for the interaction of a low-frequency H-bond
vibration in CCl4 solution. Here, we assumed K(s) = s.
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• there are various models for the spectral density, but it can also be calculated in an
approximate way using classical molecular dynamics for a particular system

• in the so-called linear response limit (weak and mode-unspecific coupling) even an an-
harmonic bath can be mapped onto an effective harmonic oscillator bath described by a
spectral density
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– correlation function for Debye model

C(t) =
⇡j0
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(2kBT � isgn(t)~!D) e
�!

D

|t|

– decays with rate !D, i.e. !�1
D is correlation time

– if !�1
D ! 0 we have so-called Ohmic behaviour, C(!) / ! and we recover Mar-

kovian limit C(t) ⇡ �(t)

• Redfield tensor: Rab,cd 

‣ population transfer (a=b, c=d) 

‣ coherence dephasing (a≠b,a=c,b=d)
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1. Population transfer: a = b, c = d

Raa,cc = 2�ac
X

e

�ae,ea(!ae)� 2�ca,ac(!ca) = �ac
X

e

kae � kca .

• energy relaxation rate kab (⌘ ka!b)

kab = 2�ab,ba(!ab) =

X

u,v

K(u)
ab K

(v)
ba Cuv(!ab) .

• energy relaxation rate is probing correlation function at respective transition frequency

2. Coherence dephasing: a 6= b, a = c, b = d

Rab,ab ⌘ �ab =
X

e

(�ae,ea(!ae) + �be,eb(!be))� �aa,bb(0)� �bb,aa(0) .

• determines the damping of the off–diagonal elements and is called dephasing

• present model allows to write

�ab =
1

2

X

e

kae +
1

2

X

e

kbe + �(pd)
ab ,

• pure dephasing rates

�(pd)
ab = �

X

u,v

K(u)
aa K

(v)
bb Cuv(! = 0) .

3. All elements of Rab,cd which do not correspond to cases (1) and (2):

• coherence transfer: ⇢ab ! ⇢cd (Rab,cd)
• populations can change to coherences: ⇢aa ! ⇢cd (Raa,cd)
• coherences can be transformed into populations: ⇢ab ! ⇢cc (Rab,cc)

• secular approximation neglects all terms which mix coherences and populations
• reasoning follows from EOM in interaction rep.

 

@⇢(I)ab

@t

!

diss

= �
X

cd

Rab,cd e
i(!ab�!cd)(t�t

0

)⇢(I)cd (t) .

• suppose time increment is �t

• all contributions with 1/|!ab � !cd| ⌧ �t can be neglected due to interference
• processes (1) and (2) above survive as to cases of degenerate pairs |!ab � !cd| = 0

• notice that this introduces an additional coarse graining
• if only population relaxation and coherence dephasing is considered one has the Bloch

model where populations and coherences are decoupled

energy relaxation rate
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pure dephasing rate



• a simple example: the damped harmonic oscillator 

‣ relaxation rates 

‣ life times
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6.6. Applications.

6.6.1. Harmonic Oscillator.

• consider multi-level Redfield equations in Bloch approximation in basis of oscillator
eigenstates (⌦s: oscillator frequency)

@

@t
⇢MN = ��MN

X

K

�

kMK⇢MM � kKM⇢KK

�

�(1� �MN) (i⌦s(M �N) + �M + �N)⇢MN

• for bilinear coupling we have K(s) = s and the energy relaxation rates, kMN = kM!N ,
are given by

kMN = |hM |K(s)|Ni|2 C(!MN)

• assuming that C(0) = 0 holds, we have for the dephasing rates �M =

P

N kMN/2

• matrix elements of K(s)

hM |K(s)|Ni =
⇣p

N �M,N�1 +
p
N + 1 �M,N+1

⌘

• rate for transitions between vibrational states

kMN =

⇣

�M,N�1(M + 1)C(�⌦s) + �M,N+1MC(⌦s)

⌘

• notice that only transitions between neighboring states are possible, with a rate that is
proportional to the spectral density at the oscillator frequency
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#"!#
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!'(
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FIGURE 68. Schematic view of vibrational relaxation out of the harmonic os-
cillator state with quantum number M due to the coupling to some environment,
characterized by the spectral density J(!).

• life time of oscillator state decreases linearly with its quantum number
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FIGURE 69. Illustration of the time–dependent probability distribution for an
initially displaced harmonic oscillator (�0(S � S(0)

)) in the coherent (left) and
dissipative (right) regime.

6.6.2. Exciton Dynamics in FMO complex.

• Fenna-Matthews-Olson complex is a pigment-protein complex which serves as an elec-
tronic excitation energy transporter between an antenna and the reaction center

• there are experimental, calculated and fitted spectral densities for the description of the
coupling of vibrations to the electronic excitation at a given site (bacteriochlorophyll)

• in the following we use a famous fit function by Renger and Marcus (2002)
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FIGURE 70. FMO spectral density as suggested by Renger and Marcus (J.
Chem. Phys. 116, 9997 (2002)).
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